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The demand for data has grown dramatically in recent years, driven by a deepening dependence on digital technologies that require large amounts of data to operate. Although data use in education is nothing new, the COVID-19 pandemic’s fast-paced propulsion of technology into teaching and learning processes has added both complexity and urgency to conversations about data in education.

The current international landscape of learning data lacks clarity, coherence and consensus on the true meaning of Data for Learning, including definitions of key aspects of Data for Learning ecosystems or a common vision for data governance in educational environments. A multistakeholder consensus is necessary to unleash the potential of Data for Learning and ensure the safe and efficient use of data as a tool to drive the transformation of education.

In the current landscape, data are a double-edged sword, offering both transformational potential to improve education systems, as well as numerous risks that need to be taken seriously. Data-fuelled technologies offer exciting possibilities for empowering educators, learners, schools and education policy-makers. Amid this promise, risks relating to data profiling, deterministic algorithmic interference, and learners’ privacy and security, simply cannot be ignored. Both edges of the sword must drive the development of education data ecosystems to ensure the successful, safe realization of Data for Learning’s transformational potential.

Responding to the need for a greater understanding of the data ecosystem in education, the Broadband Commission convened a working group of experts and Commissioners in January 2022 to discuss this double-edged nature of Data for Learning and define strategies to build bolder partnerships, actions and investments needed to advance the aspiration of transforming education. This interim report explores the potential assets and risks of Data for Learning, as well as the key challenges and tensions that must be considered.

The Broadband Commission Working Group on Data for Learning (WGDL) considered three keys to unlocking the power of Data for Learning and to making data a pillar of inclusive and quality education systems: (1) infrastructure: focusing on data infrastructure and learning ecosystems, (2) capacities: emphasizing data skills and competence framework for life and work; and (3) governance: considering ethics, governance, data flows and sovereignty. These keys structured the work of the group and were adopted as strands of work and reflection.

Within these three keys, the WGDL concluded that the following concepts are crucial to the development of inclusive, diverse, and equitable Data for Learning ecosystems.

- Regarding infrastructure, technical, semantic, organizational and legal interoperability between multisectoral stakeholders will be a key driver of success. Data used for teaching and learning should be accurate, reliable and of sufficient quality to be deemed trustworthy. The high financial and environmental costs attached to more technically advanced data systems should also be factored into the design of data-informed learning models.

- Regarding capacities, progress will be impossible without sufficient digital and data literacy and skills. Furthermore, meaningful transparency, explainability and accountability will play important roles, not only in safeguarding data subjects such as learners and educators, but also in paving the way for the meaningful consent required to ensure privacy and security in learning data ecosystems.

- Finally, regarding governance, it is of paramount importance that stakeholders build a shared understanding of data ownership that both supports innovation and the common good without infringing upon personal privacy rights or creating an undue concentration of power.

The WGDL concluded its work with five interim recommendations to policy-makers and stakeholders engaged in the education data landscape.
Firstly, there is a need to define a clear multistakeholder consensus on the need to develop a whole-of-government approach to implementing and unlocking the true value of Data for Learning. Secondly, a sustainable financing strategy grounded in multilateral partnerships is required. Thirdly, effective data literacy and skills development is required across all levels of the education ecosystem, from the youngest learner to the most senior education policy-maker. Fourthly, to ensure the realization of the transformational potential Data for Learning offers, efforts must target the enduring obstacles and challenges of education. Finally, a multilateral approach built on international cooperation and solidarity is needed to help bridge the digital divide that exists both within and across countries, to ensure the benefits of Data for Learning reach all learners, everywhere.

**Interim recommendations for further analysis**

1. Develop and implement a whole-of-government vision and strategy on the use of Data for Learning, grounded in a rigorous understanding of the potential opportunities, benefits, limitations and risks.
2. Establish a sustainable financing strategy for Data for Learning that benefits the public and protects learners’ interests, and that is grounded in multistakeholder partnerships.
3. Strengthen critical data literacy and skills at all levels of the education system to spur improved regulation and inclusive innovation.
4. Prioritize the potential benefits of data to transform education by targeting education’s enduring obstacles to assist informed and inclusive quality learning, teaching, management, planning and financing.
5. Harness multilateralism, solidarity and international cooperation to bridge the digital divide, nurture local data capacities and promote open authentic data for use by all parties to support more equitable education through the development of better tools including international standards and norms.

**Background**

Since its establishment in 2010 by the International Telecommunication Union (ITU) and the United Nations Educational, Scientific and Cultural Organization (UNESCO), the Broadband Commission has expanded both the breadth and depth of international dialogue on sustainable development, leading advisory work and advocacy for the transformational impact of broadband technologies on human lives. Working groups are at the heart of the Commission’s work. With more than 30 groups to date, the Broadband Commission’s working groups bring together stakeholders from all sectors to advocate for meaningful, universal connectivity and achieve its seven Broadband Advocacy Targets (Broadband Commission, n.d.). All working groups leverage the expertise and perspectives of a unique composition of membership, comprising some of the key players in the technology industry, civil society, intergovernmental organizations (IGOs), non-governmental organizations (NGOs), academia and government.

Education is a core focus of this work, and to date the Broadband Commission has convened seven working groups on the theme of education: Data for Learning (Broadband Commission, 2022b), AI Capacity Building (Broadband Commission, 2022a), Digital Learning (Broadband Commission, 2021b), School Connectivity (Broadband Commission, 2020), Child Online Safety (Broadband Commission, 2019), the four-year Working Group on Education (Broadband Commission, 2017) and Multilingualism (Broadband Commission, 2011). Together with the 2017 Working Group on Digital Skills for Life and Work, these working groups have convened industry leaders, government officials and civil society to address prominent issues specifically...
Data for Learning

dedicated to the intersection of education and technology. Building on the work and research of these groups, the active WGDL is positioned as a key consultation group for international dialogue on data for education and training recovery, resilience and future development, with specific focus on Data for Learning.

Globally today, 2.7 billion people are still offline, 90 per cent of whom live in developing countries. In addition, there are significant differences in Internet affordability worldwide such that the poorest people often have the most expensive mobile data fees. Due largely to access and cost differentials, people in wealthy countries use, on average, 35 times more digital data than people in poorer countries. This digital divide within and across countries narrows opportunities for far too many young people and adults to engage in lifelong learning, fulfil their potential and contribute to sustainable development of their communities.

Inspired by the belief of the Broadband Commission that the digital divide is more than simply technological, this dialogue operates within the understanding that present gaps in access to broadband networks and new technologies, including data-driven technologies, are significant contributors to persistent and widening disparities across economies and societies. To explore the many dimensions and possible implications of digital divides on data use in education, the WGDL has focused on three strands related to Data for Learning: (1) data infrastructure and learning ecosystems, (2) data skills and competence framework for life and work, and (3) ethics, governance, national sovereignty and cross-border data flow regulation.

In monthly meetings since January 2022, the group has shared experiences and case studies on subjects related to education data ecosystems, such as the development of data-fuelled learning systems, interoperability frameworks, and ethics and inclusion in AI-driven technologies used in education and training. The group will continue its monthly meetings for the duration of its unique two-year cycle, releasing this interim report in September 2022 and culminating in a final report in September 2023.

Objectives and structure

The key objectives of the WGDL are to promote all learners’ data protection, advocate for the democratization of data delivery through open data initiatives in education, propose an approach to financing models of investment in Data for Learning, explore linkages with other related initiatives from Broadband Commissioners and/or members of the WGDL, develop scenarios for future development of data-driven learning ecosystems, and connect to the Global Education Foresights and other foresight works that give evidence to policy-makers to tackle cross-cutting issues and build resilient policies for the future.

A primary objective of the final report, as outlined in this interim report, is to map the evolving data landscape within a lifelong learning perspective. To accomplish this, the present report integrates the three main strands of the WGDL into its synthesis of group discussions, seeks to stabilize a consensus on key definitions relating to data for education including terms and concepts, sets out a vision for the WGDL’s final year, and provides preliminary guiding principles for data use in education for relevant stakeholders. In compiling this interim report, the WGDL has specifically aimed to:

- analyse and refine the concept of Data for Learning and establish coherent definitions within a lifelong learning and right-to-education perspective;
- examine differences across data for learners and learning, data for teachers and teaching, and data for administrators, managers, regulators and policy-makers;
- map the education data ecosystem and define a rationale for an ecosystem approach, the need for whole-of-government approaches and stakeholder dialogue, as well as multilateral cooperation and solidarity on Data for Learning;
- understand both the opportunities and risks associated with using data as a tool for teaching and learning, including using artificial intelligence (AI) and big data;
propose a list of overarching recommendations for governments, including ministries and national regulatory and financing agencies, local education agencies, international organizations, donors, the private sector, NGOs, and civil society, investing in data systems and data-driven educational approaches.

The interim report is organized into five parts.

**Part 1** explores, refines and defines Data for Learning, discusses why data are important to learning, and introduces the idea of Data for Learning as a double-edged sword.

**Part 2** then explores the education data ecosystem, beginning by describing data uses of the past before describing the key uses and users of learning data in the digital age. The section concludes by examining the learning data ecosystem along the lines of the three strands of the WGD4L.

**Part 3** delves deeper into the challenges and risks associated with Data for Learning, outlining key data issues that need to be accounted for to ensure fair and equitable implementation of Data for Learning policies.

**Part 4** synthesizes the discussion of potential benefits and risks of Data for Learning, culminating with draft principles that should guide the development of policies for data use in education.

The final section, **Part 5**, outlines the future trajectory of the work of the WGD4L during the second year of its operation, including the production of a visualization of the education data ecosystem and the need to build an understanding of the diverse interactions that occur between multiple types of data and datasets, data producers and users, and stakeholders across the individual, local and global levels.
Examining the education data ecosystem

Introduction

Data ecosystems are expanding and evolving, propelled by the digital transformation of the Fourth Industrial Revolution and the acceleration of digitalization due to the COVID-19 pandemic. New information industries, powered by the technological capabilities of cloud computing, AI or the Internet of Things, increasingly influence decision-making across contexts. The data revolution has rapidly changed how and what services are produced and delivered, not only within industrial sectors but also within social sectors such as education, health and social security. The growing dominance of digital data in the educational landscape is influencing how learning is designed, discussed and delivered.

Datafication and digitalization are seeping into more and more aspects of education systems. Technological innovations have increased the ease with which data are captured, stored, processed and monitored. Education systems around the world, in different ways and at different levels of sophistication, have explored using such data-fuelled technologies to improve learning, teaching, administration, planning and management. Data-driven interventions in education – as well as popular discourse around precision education and personalized learning – grew dramatically alongside digital and hybrid learning during the period of COVID-19 disruptions. The prominence of these data-centred learning models has endured even as the pandemic wanes and most schools have reopened for in-person teaching and learning.

Despite the potential of data use in education to improve the policies, programmes and learning experiences at all levels of a system, data in education is a double-edged sword. On the one hand, data analytics can enhance the ability to evaluate multiple dimensions of learner and teacher competencies, facilitating the recognition and transferability of records across ecosystems, thereby improving both management decision-making and flexible learning pathways. Data provides new possibilities for monitoring and improving transparency in management information systems (MIS), which can be used as tools for empowerment of teachers, parents, schools and systems, and thereby improve the quality and effectiveness of planning and governance. On the other hand, data can be misused to the detriment of learner privacy and rights. The pace of developing data regulations and data literacies is slower than that of the expansion of data-fuelled technologies. Experiments with neurotechnology, biometric wearables, facial recognition systems and genomics give rise to new concerns about undue surveillance, deterministic algorithmic interference or data profiling (UNESCO, 2022a).

Furthermore, as increasing data practices sweep across multiple sectors including education, it becomes all too easy to lean too heavily on the insights data can provide, even though there are disparities between that which is easily captured by data and that which is not. Failing to fully grasp the limits of data as a technology for measuring and informing and incorporating that which lies beyond them into decision-making processes will undermine data’s transformational potential for education. In fact, failing to understand the inherent partiality of data could lead to Data for Learning ecosystems causing more problems than they will solve.

The risks of Data for Learning are drawn along lines of existing inequalities and are exacerbated by the digital divide. Disconnected learners, marginalized learners, and women and girls risk being under-represented in datasets. As many educational technology (EdTech) programmes and platforms rely on large datasets to develop their tools, the misrepresentation or invisibility of certain learners in these datasets may result not only in ineffective data-driven tools, but also in a reproduction of broader social inequalities. Furthermore, systems with lower infrastructural or institutional digital capacities may prevent teachers, administrators and managers from tapping into the potential benefits of data. It is likewise in lower-capacity contexts where the digital divide often correlates with insufficient legislation or public awareness of how one’s data can be used, which endangers the data sovereignty and security of the most vulnerable.
Box 1. Defining the digital divide and the data divide

The preliminary recommendations of this interim report are grounded in an awareness of the **digital divide** and **data divide** between and within countries, and the belief that transforming education does not only rely on high-tech solutions available in high-resource contexts. Many regions of the world are digitally disconnected or have limited digital infrastructures, which results in uneven potential for the digitalization of education. Under the digital divide lies a deepening data divide, which is defined as the gap that exists between those who can take advantage of the opportunities offered by digital data and those who are further left behind.

Although this interim report focuses primarily on the transformative power of digital data in education, Data for Learning extends beyond the digital including, for example, mobile, paper-based, radio and television data used for educational purposes. Moreover, the report also acknowledges that there are myriad types of data that are integral to teaching and learning processes that may not be captured accurately or completely in digitized data systems, and that pressures to collect and analyse data on all teaching and learning processes may lead to negative learner- and teacher-facing experiences and outcomes, some of which will be explored in this report. Finally, this interim report believes that the value of small, localized datasets should not be ignored in the face of big data, as learning data in qualitative, disaggregated forms also carry great potential for improving teaching and learning experiences.

The United Nations Road Map for Digital Cooperation raises concerns that issues of data are deeply intertwined with the digital divide, and calls for international cooperation to enable education data ecosystems to develop equitably and with due diligence. Today, only a few countries have adopted the frameworks and legislation needed to address concerns connected to privacy protection, regulatory control, data security and integrity. Few, too, have made the financial investments needed in infrastructure to leverage the educational, social and economic benefits of the data frontier. Protecting learner data will require sustained action to share knowledge and establish norms and standards for data security and use (UNESCO, 2022a). This will only be possible through public-private partnerships between data infrastructure and capacity providers and governments, for which the Broadband Commission has long served as an exemplar.

**Lifelong learning and right-to-education perspectives**

The WGD4L sets a broad scope, situating Data for Learning within broader **lifelong learning** and **right-to-education** perspectives. As such, learning should be understood not solely as a formal activity affecting children within the walls of a school building. Likewise, learners are not only children, but rather people of all ages and localities engaged in educational and training opportunities. The seventh International Conference on Adult Education made clear that the global community is taking steps towards affirming the right to education throughout life (UIL, 2022). Data play a critical role in supporting individual and informal learning pathways for adult learners and tertiary-level learners, especially with regard to supporting reskilling and upskilling for the future of work. However, given that school-based learning is the primary pursuit of most children and youth, the WGDL gives specific attention to the rights-based issues affecting young people’s relationship to learning data.

From a human rights perspective, and in all settings, considerations of protection, privacy and security must be at the core of efforts to share data on vulnerable and at-risk groups, and to support accountability while protecting the safety of communities. The collection and use of data from learning spaces needs to be aligned with national data policies and regulatory frameworks, with
consideration for all available legal protections. However, approaching Data for Learning from a rights perspective not only concerns the safety and security of learner information. As data and learning analytics play an increasingly dominant role in the discourse on individual learning pathways, especially for adult learners and those engaged in non-formal learning, the double-edged nature of Data for Learning is once again on display.

Against this backdrop, and in an effort to assist Broadband Commission members in their ongoing dialogue, the WGD4L aims to strengthen the foundation for further discussions by filling existing information gaps and mapping the different issues at stake in this debate. Three key issues include: (1) examining the potential assets and potential dangers of Data for Learning, (2) understanding the drivers and barriers to investment in Data for Learning, and (3) anticipating the development of the data ecosystem and its impact on education systems. This interim report strives to address each of these issues, and in doing so, the WGD4L will promote international cooperation, solidarity, and shared knowledge on safely and sustainably harnessing data to support lifelong learning pathways.
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Defining Data for Learning
Developing a Data for Learning ecosystem that will deftly exploit the new possibilities offered by the digital transformation of education, while also avoiding the potential pitfalls and challenges related to the datafication of education, is a challenge that requires multilateral support and input. In this regard, a particular aim of this special interim report of WGDL is to define an accepted and common taxonomy for WGDL members and wider relevant stakeholders. The following section of the report sets out to achieve this objective.

**Deconstructing digital data**

Before examining the potential assets and dangers of Data for Learning, it is important to begin by defining what we mean by “data”. The concept of data is often used synonymously with information or evidence, but given the volume, variety and velocity of digital data sources available in today’s world, the word deserves a precise definition. In this interim report, we use data to mean **sets of discrete items of information such as numbers, text, images or sounds that are collected, cleaned, formatted, stored and shared, and used for analysis, calculation, inference and application**.

The United Nations Secretary-General’s report *Our Common Agenda* stresses the Global Digital Compact to connect all people to the Internet, including all schools, avoid Internet fragmentation, protect data, apply human rights online, and introduce accountability criteria for discrimination and misleading content, while promoting the regulation of AI with digital commons as a global public good (United Nations, 2021).

Data may be collected “by hand” or collected automatically; may be human-readable (such as handwritten figures in a ledger book), machine-readable (such as lists of numbers stored in an electronic ledger), or both; it may also be structured (such as databases of numbers), semi-structured, or unstructured (such as voice recordings). Datasets can be small or large, the latter categorized as big data. In other words, data may be thought of as a general purpose technology, like the steam engine, electricity or the Internet, which could “touch all aspects of societies and economies. But such sweeping changes are not automatic. The productivity value of the steam engine and electricity was realized decades after they were first introduced”. (World Bank, 2021)

Like the game-changing use of steam power to turn the wheels of the Industrial Revolution, new uses of data have catalysed a “data revolution” driven by a “data economy” where value is derived from accessing, gathering, organizing and controlling information. This revolution is fuelled by a combination of big data, technological advances, the increasing use of AI, and growing numbers of individuals with basic or advanced data skills. With this revolution has risen a recognition that new approaches to data production and use can yield more dynamic insights that were previously unattainable with slower, traditional methods of information management.

Data and data analysis are in themselves nothing new. However, what has recently changed centres on scale and power: the vast amount of data that is constantly being created by emergent web, mobile and digital technologies in virtually all areas of human activity, and the powerful computers and data analytic techniques now available, have sharply reduced the costs of collecting, storing and using data. Today’s mobile phones are more powerful than supercomputers were only 40 years ago (Bookman, 2017).

The vast amounts of data being created and collected are often referred to as “big data”, which is distinguished from other data by exhibiting the so-called “V attributes” as follows:
Table 1. The V attributes of big data.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>The size of the dataset is very large.</td>
</tr>
<tr>
<td>Variety</td>
<td>The different types of data are generated from multiple sources, needing to be cross-referenced and combined in order to be fully exploited.</td>
</tr>
<tr>
<td>Velocity</td>
<td>The data may be generated at a rapid rate.</td>
</tr>
<tr>
<td>Veracity</td>
<td>The data may be incomplete, influencing the precision of inferences made from it.</td>
</tr>
<tr>
<td>Volatility</td>
<td>The data being collected or inferred may become less relevant over time.</td>
</tr>
<tr>
<td>Value</td>
<td>The ability to extract value from such data while complying with given time, human and technical resource constraints.</td>
</tr>
</tbody>
</table>

Source: Adapted from du Boulay et al. (2018, p. 269).

Big data also “refers to things that one can do at a large scale that cannot be done at a smaller one, to extract new insights or create new forms of value, in ways that change markets, organizations, the relationship between citizens and governments, and more” (Mayer-Schonberger and Cukier, 2013, p. 6).

However, “big” is often conflated with “beautiful” or ‘better’, usually without explicit justification:

We tend to prioritize large data sets instead of small data sets. We believe bigger data sets will tell us more and will provide more accurate information than smaller data sets. But that is not always true ... it’s not binary – you can have big and small. Both tell you something, but neither tells you everything. The second thing is we tend to think that collecting more data will solve the problem. Here’s a problem, let’s collect some data on it and then we’ll get closer to a solution. But in some cases, that is actually not the best thing to do ... We call this the paradox of exposure. (Klein, 2020)

Countries around the world are investing heavily in their data-processing infrastructures in the hopes that they can transform the ever-growing piles of big data into actionable, real-time information. Big data is increasingly described as the fuel that drives businesses and organizations forward, so far as to claim it “the world’s most valuable resource” (The Economist, 2017). However, without being broken down, analysed and transformed into usable information, data are crude and has little value. In fact, the processing costs – both financial and environmental – of transforming data into useful information are high. Big datasets are rarely democratized, and thus often must be purchased by those seeking to train machine-learning models that consume copious amounts of energy to deliver effective insights. There can be “data spills” (Thorp, 2012) when personal information is inadvertently leaked, giving rise to privacy and security concerns, which are even more serious when considering young learners’ data.

Given that data must be broken down to be understood, this report breaks down data into four categories to explore its potential affordances and risks: metadata, digital transactional data, aggregate data and synthetic data. These four types are explained in the table below, along with their potential uses in educational contexts.
### Table 2. Types of digital data and common uses in learning spaces.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Description</th>
<th>Examples</th>
<th>Potential uses for learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Metadata</strong></td>
<td>Metadata is data about data. Metadata provides information about other data, including descriptive summaries of information (“descriptive metadata”) about a resource to aid discovery and identification.</td>
<td>Any data streams that do not involve the end users directly, e.g. digital platform logs, digital traces, clickstream data and smartphone sensor data.</td>
<td>Often used to operationalize and understand knowledge, cognitive strategies, and behavioural processes in order to personalize and enhance instruction and learning.</td>
</tr>
<tr>
<td><strong>Transactional data</strong></td>
<td>Information captured and recorded about an event, which typically includes time, numerical values, and references to one or more objects.</td>
<td>Any data expressions directly generated by users, e.g. journalling, social media posts and online discussion forum comments.</td>
<td>Often used by institutions to understand how users interact with a website (time stamps on site traffic, popularity of topics, language used in comments, etc.). Often analysed with natural language processing techniques to relate linguistic features to cognitive, social, behavioural and affective processes.</td>
</tr>
<tr>
<td><strong>Aggregate data</strong></td>
<td>Individual-level data from multiple sources that is combined and summarized for the purposes of examining trends, making comparisons, reporting, etc.</td>
<td>Institutional data, student demographic data, graduation and enrolment rates, school standardized test performance scores, etc.</td>
<td>Often used to inform administrative decision-making; can be used to improve course enrolments or student engagement through data analytics, as well as cases of AI-powered use like course guidance systems and predictive systems.</td>
</tr>
<tr>
<td><strong>Synthetic data</strong></td>
<td>Can exist at any of the above levels. Data that mimics real-world data, generated by using sophisticated AI models to create whole new datasets from scratch.</td>
<td>Any dataset that does not exist in the real world, which can be applied to mimic any type of data, from insurance data (Hann, 2021), to self-driving vehicles (Behzadi, 2021), or even patient health care records (Walonski et al., 2017). Developers can train cars on virtual streets and can supply synthetic human faces on demand.</td>
<td>Often used to supplement or supplant real-world data with “better”, “cheaper” or “bigger” datasets constructed using AI (Koperniak, 2017; Lohr, 2018) to (1) lower the cost of developing helpful AI algorithms, (2) improve the diversity of datasets to counter implicit bias or invisible data in “real” data, and (3) provide better privacy protections and lower the use of sensitive personal data, such as children’s data.</td>
</tr>
</tbody>
</table>

*Source: Authors.*
The emergence of big data in education, as evidenced by the variety of uses – both real and potential – outlined in Table 2, can be attributed to digital learning innovations and integrations. EdTech tools enable new pedagogical possibilities and, with their volume, velocity and variety, all the “big data” they generate represent a high-value perspective on learner behaviour for addressing questions that were either costly or even impossible to answer before these data sources were available.

Big data, and data in general, is reused, combined, shared, interpreted and reinterpreted in multiple ways and for different purposes, by different actors, without being depleted, as illustrated by the World Bank’s “data lifecycle”.

Figure 1. Visualizing a typography of data.
Data do not exist in any unmediated or neutral form. Instead, all data are created from particular social, economic, technocentric, political or national perspectives, all of which needs to be accounted for when conclusions are drawn and outcomes implemented. As we are living in the age of the data economy, efforts to ensure agency, access, and awareness regarding data use, and to ensure the democratization of bias-free datasets, are of critical importance. Just as this section has broken down data into four categories, the subsequent section will break down Data for Learning into three categories to better understand the many dimensions of its use in education systems.

**Why is data important for learning?**

In July 2021, UNESCO, United Nations Children’s Fund (UNICEF) and the World Bank joined forces to make the Learning Data Compact to ensure that all countries have at least one quality measure of learning by 2025. Such a compact signals that the global community is increasingly recognizing the importance of data in improving the quality of learning, teaching, administration, management and governance. Data plays a key role in determining progress towards the Sustainable Development Goals (SDGs), and in particular in understanding the toll of the COVID-19 pandemic on progress towards SDG 4, “Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all”. It also opened the world’s eyes to the vast data gaps that render the needs of many vulnerable learners invisible across regions; in high-income countries, only a narrow range of learner data may be collected, and in low- and middle-income countries, learning data may not be collected frequently or at all (UNESCO Institute for Statistics [UIS], 2021).

Data sources are limited by the digital divide between and within countries. In countries with higher capacities for data production and use, data can smooth the divisions and transitions between central, subnational and school levels. When used ethically and effectively, data users and stakeholders can make evidence-based decisions, plan strategically towards long-term goals, deliver services effectively and adjust strategies as situations evolve. Overall, Data for Learning can be categorized into three distinct although overlapping groups: (1) data for administration, planning and governance, (2) data for teachers and teaching, and (3) data for learners and learning. Each of these categories is described in the following subsections.
Box 2. Ceibal: Inclusive practices and the equitable use of data to enhance management and learning in Uruguay

Ceibal is a national initiative of Uruguay’s Ministry of Education and Culture, which provides every student and teacher in primary and lower secondary public education with a personal computer, Internet access in schools, a national learning management system (CREA), and a comprehensive set of educational resources, including content, pedagogical services and programmes (Ceibal, n.d.a; Ceibal, n.d.b). The initiative has implemented a single login system for all its platforms, which helps to globally monitor data on user behaviour and trace users and user groups both when they access CREA and when they use specific platforms and resources. This enables the use and display of data to generate accessible, timely and valuable information for Ceibal’s decision-makers, the National Administration of Public Education, school leaders, teachers, and the education community at large.

Ceibal’s work in this regard enables a broad range of data use across various educational contexts. Regarding education management, Ceibal has created a school monitoring system, which brings together data produced by Ceibal and the National Administration of Public Education and makes it easier for school management teams to display and access valuable information including attendance records, assigned computers, computers being repaired, and use of learning platforms, among other indicators. Ceibal is also working on the generation and systematization of data, which it combines with strategies based on behavioural sciences to develop behavioural interventions aimed at solving problems in education. This has included the development of an intervention plan, which made it possible to increase attendance from 63 per cent in 2021 to 69 per cent in 2022 (Ceibal, 2022a). Another area of implementation relates to using data to improve the ownership of learning platforms such as the MATEC education project, which Ceibal is implementing to improve the teaching of mathematics through personalized student learning (Ceibal, 2022b). Using data to help teaching and learning, Ceibal makes adaptive learning platforms available to teachers and students including a platform used for learning mathematics at secondary and technical education levels. The tool uses AI to offer each student insight into their individual progress in the different topics covered, and allows the teacher to monitor each student, identify support needs and make timely interventions. Finally, Ceibal also seeks to analyse data on user demand to seek solutions to problems encountered by users accessing its platforms to improve user experience and service.

Data for administration, planning and governance

In many countries, but not all, data about education has long been collected, mostly in a conventional manner including administrative and analogue data collection processes and reporting. This has often drawn on multiple sources to include data such as the number of schools, teachers and learners (both those in and out of school), learner-teacher ratios, and school expenditure; the ages of the learners, their gender, their socio-economic status, whether they have special needs, their first language, the qualifications they achieve, the number of years they spend in school, and whether they complete primary and/or secondary education; and teacher qualifications and school inspection outcomes. Beyond formal education, data are also collected on the number of learners in vocational or higher education institutions, as well as about young people who are not in employment, education or training, or those who participate in non-formal or lifelong learning opportunities.

Learning management systems (LMS), education management information systems (EMIS), and school, university, and technical and vocational education and training (TVET) MIS, all which have their own
distinct data requirements, are in a state of dramatic evolution. Many have grown in scope, integration and interoperability with the information systems of other sectors, primed to reach beyond the walls of the school building to support the collection of real-time, process-capturing and learner-centred data (UNESCO, 2022b). When these data are combined into aggregate data, it has the potential to help understanding of the mechanisms of specific policy effects and to address policy-relevant issues. For example, by connecting aggregate administrative data and individual transactional data from a digital learning platform, one can “unveil nuances” about educational inequities, and inform planning and management actions in faster feedback cycles (Fischer et al., 2020, p. 132). Data in this category include the many types identified earlier, such as traditional census data and data about schools, teachers and learners, which are used to inform, for example, the allocation of resources (capital and human), manage learner recruitment and monitor school effectiveness.

**Data for teachers and teaching**

Data for teachers and teaching, on the other hand, include data collected in classrooms from teaching and learning processes, assessments and data drawn from learner interactions with EdTech. Assessment data can be collected by hand, recording the achievements of learners in typical pen-and-paper tests, but might also be collected automatically in EdTech systems that include assessment functionalities, and may be underpinned by powerful data analytics and AI. For example, teachers may analyse a student’s digital learning report to identify a particular skill the student may need additional support with. By looking at trends in class performance, they could differentiate their instruction and scaffold their lesson plans accordingly. They may use data-driven tools to lower the burden of administrative tasks, such as attendance, tracking homework assignments or entering assessments into gradebooks.

**Data for learners and learning**

Data gathered on learners by teachers in the classroom – both qualitative and quantitative – through observations, assessments and testing, and increasingly through EdTech applications, can have benefits for instructional practice, helping to fine-tune classroom pedagogies and generating a better level of individualized differentiation for learners. Learning data, in conjunction with other dimensions of education quality such as context, teaching and learning environment, and learner characteristics, reveal the factors that most affect learning outcomes. By revealing gaps in student achievement and service provision, learning data can be used to identify those groups which are currently underserved or are underperforming, and be used to hold education systems accountable for the use of resources.

**Table 3. Sources of learner data.**

<table>
<thead>
<tr>
<th>Source</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>National sources</strong></td>
<td>• Large scale learning assessments</td>
</tr>
<tr>
<td>(In many countries, local education agencies and bureaux are also active sources providing accountability, enrolment and other demographic data.)</td>
<td>• EMIS databases</td>
</tr>
<tr>
<td></td>
<td>• Multi-year sector plan documents and medium-term expenditure frameworks, operational documents (operational plan documents, budgets, mission reports, minutes of coordination meetings)</td>
</tr>
<tr>
<td></td>
<td>• Financial data collected through financial management and reporting systems</td>
</tr>
<tr>
<td><strong>Partner-facilitated sources</strong></td>
<td>• Surveys and rapid assessments in the education and other sectors (including health, water, sanitation and hygiene, etc.)</td>
</tr>
<tr>
<td></td>
<td>• Outcomes of multistakeholder joint monitoring and review exercises</td>
</tr>
<tr>
<td></td>
<td>• Outcomes of decision-making within multistakeholder policy dialogue forum</td>
</tr>
<tr>
<td></td>
<td>• Data available through partner reporting</td>
</tr>
<tr>
<td></td>
<td>• Data available through education and learning ecosystems</td>
</tr>
</tbody>
</table>
## Data for Learning

### Technology-facilitated sources
- Data available through LMS such as Anthology, Blackboard, Moodle, etc.
- Data collected through online portals and open education resources (OERs)

### Data collected directly from teachers and learners
- Qualitative data routinely collected by teachers through their teaching practice and multimodal assessment of learner progress
- Data collected directly from learners through use of EdTech in the classroom
- Data collected from stakeholders and beneficiaries through WhatsApp networks, social media groups, online and offline communication networks groups, etc.

### Elements of learning that data systems may not be able to capture
- Elements of learning that data systems may not be able to capture reliably and ethically
- Understanding, curiosity, imagination, creativity, thoughtfulness and collaborative processes of learning
- Student frustrations, disappointments, missed learning opportunities, anxieties about learning, chilling effects of surveillance and workarounds to proctoring services
- Learner social-emotional interactions, isolation and engagement/disengagement
- Data on informal, self-directed learning
- Peer interactions, both within and outside classrooms
- Social processes involved in navigating the learning spaces and material

---

Source: Authors, adapted in part from Global Partnership for Education (2021).

### What learning data can we not collect?

Digital data collected in education are **partial** and cannot present a complete picture of all teaching and learning processes. Increasingly, they present interaction data from electronic systems but not other aspects of learning, such as reading, creating projects, talking to teachers, etc. However, the partial data that is collected and analysed can come to be taken as representing the whole, such that if a phenomenon does not appear in the data, it is either unimportant or effectively does not exist. EdTech is only capable of capturing data when the learner interacts with the EdTech system, which often constitutes only a small part of the learning experience. For example, no data are captured when the learner is involved in collaborative learning or project-based learning; when the learner is reading a paper book or involved in learning outdoors; when the learner is writing a poem, painting a picture or performing in a play; when they are learning work-oriented skills, such as mechanics, hairdressing or for the hospitality industry; or when they are engaging with one another, for example in discussions between themselves, or with their teachers. All these factors, although complex, are tacitly considered by most experienced teachers during their day-to-day interactions with their learners, but remain as qualitative, contextualized data.

If the subjects that are more visible in data systems are those which are more easily quantifiable, there is a risk that over time, certain subjects – for example, interpretive subjects such as the arts or the humanities – may receive less attention or value within education systems. Moreover, data captured about the transition from education to the world of work, work-based learning, or informal and non-formal lifelong learning, may not be integrated into information management practices in education systems. These activities all constitute aspects of learning and can contribute substantially to the learner’s education experience, as well as to the health and success of the education system. If data from outside the formal education sector is invisible within education systems, then a deeper
understanding of what learning experiences best lead to individual and societal flourishing is impossible. While data-driven policies tend to be based directly on a surface reading of the data, data-informed policies are inferred from a contextualized and critical interpretation, one that balances the data with human behaviour and shared principles.

Data for Learning

Data for Learning as a double-edged sword

Ethical, thoughtful and innovative uses of data are likely to play a key role in the transformation of schools, learning processes, teaching methods, EdTech and the financing of education. In September 2022, at the time of the publication of this interim report, the United Nations will convene the Transforming Education Summit, which seeks to reignite a collective commitment to education and lifelong learning as a pre-eminent public good and as a key pillar of a new social contract. The desired outcome is to find new ways to target inequalities that have long prevented access to inclusive, quality education for all. This interim report on leveraging data to improve learning experiences is a timely contribution to the summit’s goal of sharing knowledge, practices and resources to transform education to be relevant and responsive in the digital era.

Both the Transforming Education Summit and this interim report fall in the wake of over two years of COVID-19 school disruptions. The experience of the pandemic is a reminder of the centrality of data and evidence for rapid decision-making during emergencies and crises. It also underscores the potential uses of data for building resilience mechanisms into education systems in anticipation

Box 3. The importance of qualitative data

Data existing in a qualitative/disaggregated form, especially involving classroom interactions, the level of student involvement, their interest and anxieties, etc., can be effectively used by teachers and schools to improve the learning process. This type of data can also positively influence the design of assistive technologies aimed at supporting the needs of all learners, especially marginalized learners and learners with disabilities. Evidence of this can be found in the Ludic Design for Accessibility framework, designed at Microsoft Research India, and currently being adopted by the Computational Thinking for Persons with Visual Impairment (VICT) project. VICT aims to make science, technology, engineering and mathematics education accessible to students with visual impairments in India (Ludic Design for Accountability, n.d.; Microsoft, 2017).

The play-based pedagogical approach, implemented jointly by the non-profit enterprise Vision Empower, Microsoft, and the Centre for Accessibility in the Global South at the International Institute of Information Technology Bangalore, has introduced a range of accessible games. These include traditional games that use tangible artefacts, and specially designed accessible card games, to help children with blindness develop foundational numeracy and computational skills (Vision Empower Trust, n.d.).

Throughout the academic year, detailed observations and rich qualitative data are gathered from classrooms, with analysis of this data at local levels informing the introduction of novel methods into the learning process, placing a greater emphasis on children’s participation and enjoyment. Including this qualitative data in the analysis of the programme has helped to drive success and scale the initiative from partnering with three schools in the 2019/20 academic year to over 100 schools at the time of writing.
of future shocks. Countries quickly gathered data through their public and partner networks to identify digital divides and school needs and design their education response plans accordingly. While context and resources were obviously critical in COVID-19 response capacities, the ability to gather and use data was a key differentiator in how quickly countries were able to get classrooms, students and staff online to resume schooling.

However, the uncontrolled expansion of data use in education risks undermining the value of education as a public good and a universal human right. The primary stakeholders in the expansion of EdTech are philanthropic foundations, education publishers, venture capitalists and tech companies themselves (Regan and Khwaja, 2019). EdTech could contribute to a reductive view of learning that values only that which can be numerically measured, tracked, and standardized, undermining the belief that all learning, including digital learning, is socially situated. Data-driven technologies are not simply unbiased teaching tools, but part of wider social systems within countries at vastly different stages of digital data culture and capacity development. Therefore, without critical engagement of the public in determining the long-term directions of Data for Learning, we may see a reduction in the control of teachers over their classrooms and an expanded market for student data, especially in lower-resource contexts.

**Democratizing Data for Learning**

The United Nations Road Map for Digital Cooperation invites countries to undertake a concerted global effort to encourage and invest in the creation of digital public goods: open-source software, open data, open AI models, open standards and open content. These digital public goods should adhere to privacy and other applicable laws and best practices, do no harm, and help the attainment of the SDGs. The UNESCO International Commission on Education (UNESCO, 2021b) considers that the best strategy for directing digital transformation towards supporting education as a common good is to ensure its democratization within a robust public sphere. The Commission considers that the continued development of digital technologies in education in directions guided by sustainability, justice and inclusion will require action from governments, support from civil society, and a broad public commitment to treating education not as an arena for profiteering, but as a space for public investment in a sustainable, just and peaceful future (UNESCO, 2021b, p. 112).

The Rewired Global Declaration on Connectivity in Education also highlights the double-edged sword nature of Data for Learning, stating that it “should help improve teaching and learning rather than merely document and control it” and that “students need freedom to take risks and make mistakes in online and offline environments built on trust and good will” (UNESCO and Dubai Cares, 2021, p. 6).

The ease of data capture, storage, and surveillance in digital spaces must be a primary concern for education. It should help improve teaching and learning rather than merely document and control it … Proper rules and protocols are needed to protect the rights of learners, particularly children. Education is a site of experimentation and identity formation, and students need freedom to take risks and make mistakes in online and offline environments built on trust and good will. An ethic of transparency and “do no harm” should guide data policies … Educational institutions should work to assure individuals own and control their personal data, and, in the case of children, families should be actively involved in decision-making. When possible, learners should be able to “opt-out” of data capture and still retain full access to educational opportunities. (UNESCO and Dubai Cares, 2021, p. 6)

As this section has explored, Data for Learning offers much potential to positively transform education systems and processes. Clearly, however, the ability to capture, analyse and apply data in learning contexts comes with complex and numerous responsibilities. The uses of advanced data analytics in education remain a double-edged sword. As such, in order to successfully develop inclusive and equitable education ecosystems, the sword must cut both ways. Data must be wielded with care, including
remaining cognizant of the inherent partiality of data, which is too often assumed to represent the whole, when basing decisions upon it. Instead, this partial data needs to be seen for what it is: a part of a picture. Only then can its analyses be truly representative.

Although this section has touched on several issues that must not be forgotten when attempting to implement Data for Learning ecosystems, the report will further investigate the challenges and risks associated with Data for Learning later. The following section, however, will examine the Data for Learning ecosystem from a lifelong learning perspective to help further develop and define the platform upon which we can attempt to build the future of education.
Examining the education data ecosystem
As Part 1 described, “data” is not a new technology, nor is it a new technology in the field of education. Teachers and education practitioners have long been recording and utilizing data in learning environments. However, Data for Learning holds a different meaning today, and holds new-found promise – and risk – to transform education for all learners. The breadth and depth of educational data now available invites many possibilities to transform education in many ways, with potentially positive and negative consequences.

Building on the common taxonomy developed in Part 1, Part 2 seeks to map a shared understanding of the Data for Learning ecosystem. It will outline the ecosystem users and the value of data to each actor, exploring how their interests are represented and the legal frameworks they fall under. In addition to exploring the WGDL’s different strands in detail, the following section will also highlight potentially game-changing initiatives that could signpost the way towards the development of equitable and inclusive educational data ecosystems.

**Ecosystem uses and users**

Data collection, exchange and analysis all often involve better understanding of the various domains, as well as the way the data was actually generated. For data governance frameworks to be applicable across various learning contexts, it seems crucial to distinguish between the three domains of data:

- **The personal domain** covers all data relating to an identified, natural, or identifiable individual (personal data) for which data subjects have data rights.
- **The proprietary domain** is typically protected by intellectual property rights (IPR) (including copyright and trade secrets), or by other access and control rights (provided by legal contracts, cyber-criminal law, etc.). There is typically an economic interest to exclude others.
- **The public domain** covers all data that are not protected by IPR or any other rights with similar effects, and therefore lie in the “public domain” (understood more broadly than to be free from copyright protection), thus certain types of such data are free to access and reuse.

These domains often overlap in real-world scenarios, and are also typically subject to different data governance frameworks that can affect each of them differently. For instance, privacy regulatory frameworks typically govern the **personal domain**, while the **proprietary domain** may not be subject to any specific regulatory framework, being mostly governed through contractual frameworks, or in some specific instances covered by IPR. The distinction between the personal domain and the proprietary domain, however, does not help differentiate how different stakeholders contribute to **data co-creation**, as multiple stakeholders are often involved in the contribution, collection and control of data.

Given domain overlaps, as well as the involvement of multiple stakeholders, it is no surprise that **data governance** is often perceived as complex from a legal and regulatory perspective. This is especially true where **cross-border data flows** are concerned. Currently, privacy and data portability rights vary significantly between countries, which adopt different approaches to personal and proprietary data for individuals and companies. **Data portability** aims to empower individual learners and give them more control rights over their personal data, but it remains unclear what type of data falls within the scope of cross-border initiatives.
Data for Learning

Figure 3. Data domains and overlaps.

It is of paramount importance that the data governance or ownership frameworks applied in the education sector consider the interplay within data domains and data categorizations (personal, proprietary and public; metadata, transactional, aggregate). This interplay is relevant for the governance of data and data flows, for three reasons:

1. **It helps determine the level of awareness that data subjects can have about the privacy impact of the data collection and process, which is critical when assessing the privacy risks associated with data collection and the level of control data subjects can be expected to have.**

2. **It reflects the contribution of various stakeholders to data creation, and therefore their rights and interests in accessing and using the data.**

3. **It helps identify the geographic location and jurisdiction based on data generation and collection, and it can therefore help determine the applicable legal and regulatory frameworks (Organisation for Economic Co-operation and Development [OECD], 2019).**

The understanding of these domain and categorization interplays could help uncover opportunities and risks associated with data flows in teaching and learning contexts. For example, **data brokers** have emerged to monetize personal-domain metadata and transactional data to provide key insights on the learners often without proper consent or regulatory oversight. Third parties may obtain purchased or licensed data based on commercial (licensing) contracts (e.g. when data are acquired from data brokers) or other non-commercial means (e.g. when acquired via open government initiatives). As a result, contractual and other legal obligations may affect the reuse and sharing of the data.
**Ecosystem strands**

**Strand 1: Data infrastructure and learning ecosystems**

**Data infrastructure and architecture**

Countries around the world are in the process of reimagining data architecture to enable more agile and accessible data gathering and sharing alongside more locally distributed data management processes and Data for Learning applications. Data ecosystems facilitated through accessible and integrated data management platforms are at the heart of this infrastructure. These digital platforms seek to enable powerful analytics that support real-time, data-driven decision-making at all levels, from day-to-day management of operations to strategic planning functions (UNESCO, 2021).

![Figure 4. EMIS transformation over time, from management to planning.](image)

In systems in which schools and learners have less access to digital technology, learning data may take the form of paper-based, mobile, radio or television data. The extent of data use is also impacted by the level of digitalization of MIS. In lower-income contexts, student data may be limited to that which ministry officials have experience managing, such as census or assessment data (UNESCOb, 2022).

<table>
<thead>
<tr>
<th>Regions</th>
<th>Paper (% of countries)</th>
<th>Standalone electronic mode (% of countries)</th>
<th>Online interface (% of countries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-Saharan Africa</td>
<td>81</td>
<td>31</td>
<td>19</td>
</tr>
<tr>
<td>Arab States</td>
<td>39</td>
<td>31</td>
<td>46</td>
</tr>
</tbody>
</table>

*Source: Authors.*
The level of interoperability and openness of a system, as well as the digital capacities of its users, have great impact on the uses of Data for Learning. If the data architecture of EMIS (including higher education and TVET) is interoperable with that of school and LMS, or indeed with those of other government sectors, then teaching and learning data may achieve new levels of contextualization, thereby introducing improved decision-making for system management and sector planning. Education system data are not always integrated from non-traditional sources outside of formal and government-assisted non-formal systems, but they are becoming increasingly so (UNESCO, 2021b). Cross-sectoral dataset interoperability is used in some education management frameworks to reveal new insights to support holistic system management.

Learning analytics increase the potential usability of data gathered across state and non-state sources, and across formal and non-formal learning spaces and settings. AI can analyse census, administrative and learning process data, alongside structured and unstructured data gathered from Internet navigation, social networks, network devices, surveys, rapid assessments and more. AI might also enable a series of predictive markers to flag deviation from equitable educational provision and outcomes. Certain countries have invested in advanced data analytic platforms for the education sector to improve system management, planning, teaching and learning, examples of which are illustrated in the following table.

<table>
<thead>
<tr>
<th>Region</th>
<th>Interoperability</th>
<th>Openness</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>South and West Asia</td>
<td>33</td>
<td>22</td>
<td>78</td>
</tr>
<tr>
<td>Central Asia</td>
<td>33</td>
<td>33</td>
<td>67</td>
</tr>
<tr>
<td>East Asia</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>Pacific</td>
<td>75</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Latin America and Caribbean</td>
<td>42</td>
<td>38</td>
<td>71</td>
</tr>
<tr>
<td>Central and Eastern Europe</td>
<td>0</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>Average</td>
<td>53</td>
<td>36</td>
<td>51</td>
</tr>
</tbody>
</table>

Source: UIS (2020).
Table 5. Country use of data analytics to support learning, teaching and management.

### South Africa's EMIS

As part of the National Development Plan 2030, the Department of Basic Education (DBE) implemented the South African School Administration and Management System (SA-SAMS). The out-of-the-box open EMIS has been designed for use across the South African education sector as a unified open data platform to support standardized education policy implementation across the nation and all regions.

SA-SAMS collects and reports data on education systems and provides real-time, validated data to help deliver improved data-driven educational decisions. The system helps over 10,000 schools across South Africa manage and administer systems including human resources, learner and parent information, governance, curriculum data, timetabling and more. The DBE reports that SA-SAMS has more than 15,000 daily users including principals, educators, administrative staff and DBE-supported staff (Thutong, 2022).

As well as improving operational administration and management at the school level, the mandatory reporting system also collates learner, teacher, management, and administration data to support operations across the entire education sector. In this way, SA-SAMS sits at the heart of South Africa’s education modernization efforts, supporting tactical operations at the district level and strategic actions at the provincial level, while also informing policy decisions at the DBE.

### United Arab Emirates’ EMIS

Within its Ministry of Education, the United Arab Emirates has established a data analytics section dedicated to developing machine-learning algorithms in support of strategic studies on the country’s education system. The Ministry of Education has rolled out a platform that is available to 1,200 schools and more than 70 higher education institutions, reaching over 1.2 million students. This data analytics system reports on curricula, teachers’ professional development, learning resources, financing, operations, performance reports, teacher, student and parent feedback, and scores from international assessments like the OECD Programme for International Student Assessment and the Trends in International Mathematics and Science Study (G20 Education Working Group Report, 2022).

The United Arab Emirates Ecosystem for Education includes a unified student record, virtual schools, student portfolios, access to emerging technologies, personalized learning and optimized information technology (IT). Phase 1 focused on LMS and school information system (SIS) integration (attendance, grades, behaviour, timetable, surveys, events). Phase 2 involved developing a learning management container that was interoperable with other systems. Phase 3 brought all stakeholder information through the integrated and advanced learning platform to a unified data system.

Figure 5. The United Arab Emirates Ecosystem for Education.

Source: Adapted from UNESCO (2022).
The learning core pictured above brings everything together using Microsoft 365 and can integrate with different systems featuring varying levels of maturity. The core is integrated with external systems (ministries of health, HR, blockchain). The learning resource tool records every event that happens in the ecosystem. A future phase 4 will include AI, augmented and virtual reality (AR/VR), Internet of Things, and other functions to enable adaptive content, differentiation, personalized learning, and teacher use of integrated third-party tools.

Sierra Leone’s Digital School Census

The Digital School Census in Sierra Leone is helping the Ministry of Education to make evidence-based financial allocation decisions as part of the Free Quality School Education programme for the most underserved communities, based on the accurate collection of enrolment and infrastructure data for all 11,000 primary schools in the country (including pictures, GPS coordinates, data on absenteeism and a teacher database). The conversion of the annual school census form to an open data kit format and the procurement of solar-powered tablets were key to the digital transition. Rapid data visualization formats are further helping to inform decision-making at the district and national levels.

Nepal’s Equity Index

Launched in 2017, Nepal’s Equity Index is an innovative tool covering the entire education sector. The Equity Index supports the Consolidated Equity Strategy for the School Education Sector in Nepal, adopted in 2014, which now underpins policies and interventions in the sector. The strategy relies on the Equity Index, which measures deprivation across districts.

Nepal’s Equity Index is designed to capture data on disparities across the education sector. The index enables the Ministry of Education to use data to rank the prevalence of disparities in education outcomes (disparities in access, participation and learning outcomes). This then facilitates evidence-based planning and allocation of public resources to tackle the factors driving these disparities in a bid to reduce them. It also ensures that activities are undertaken to identify the barriers to accessing and/or staying in school, respond to the needs of children facing these barriers, and direct funds to where they are most needed.

Saudi Arabia’s Unified Digital File programme

In Saudi Arabia, the Unified Digital File programme aims to develop a consolidated digital system that includes all student information and data. Digital files for students will include personal information, psychological, social and educational data, and a record of skills and knowledge to measure learning outcomes and to facilitate the use of diagnostic tools, including the detection of students at risk. Saudi Arabia’s education data management and education data sharing initiatives aim to develop a system and platform for sharing education data electronically. The initiative seeks to increase transparency in education and support future decisions and plans.

Saudi Arabia’s LMS, Madrasati (“My School”), works as a comprehensive e-learning management system and is linked to a national information system for students called Noor. The assigned digital content is aligned with learning goals and performance-monitoring dashboards. The system provides multiple educational tools to support the planning and implementation of educational processes synchronously and asynchronously. Madrasati is equipped with educational tools that promote a complete interactive educational journey to ensure quality of education and twenty-first-century skills acquisition, covering areas such as scheduling, learning objectives, virtual classrooms, an enrichment resources bank, and e-courses, learning paths, digital content and an e-learning dashboard. For optimal performance, these tools have been supported with practical guides and rich educational digital content that is scientifically grounded.
India's Rashtriya Uchchtar Shiksha Abhiyan (RUSA) to improve higher education access and equity and the National Digital Education Architecture (NDEAR)

RUSA is a centrally sponsored scheme operating in mission mode to fund state universities and colleges in India by using digital technology to enhance the efficiency of data collection, monitoring and evaluation. The scheme’s objectives include: a) improving access and equity in higher education by providing adequate opportunities for quality higher education to students from Scheduled Caste and Scheduled Tribe communities, and promoting inclusion of women, transgender people and people with disabilities; b) enhancing the overall quality of existing state higher education institutions by ensuring that all institutions conform to prescribed norms and standards; and c) enhancing employability by equipping students with the necessary skills and training relevant to the local economy.

India’s NDEAR is an architectural blueprint for the country’s educational ecosystem that defines a set of principles, standards and specifications, guidelines and policies to strengthen the digital infrastructure for education. NDEAR will provide a diverse education ecosystem architecture for the development of digital infrastructure. It also ensures data empowerment and protection of individual privacy and confidentiality, strictly adhering to India’s data protection bill and laws.

Source: Authors, adapted in part from the G20 Education Working Group Report (2022).

Modern data architectures such as those described above rely on the recent transformation of data services. This transformation has shifted data processing from expensive, massive mainframe computers that served individual organizations to interconnected computers, introducing the concept of cloud services. The cloud is understood as the central hub for big data processing and analysis, enabling information to be accessed from anywhere. Recently, cloud computing has been eclipsed by edge computing, which enables data processing and data analysis to take place locally, eliminating the need for all data to be sent to a central cloud. Edge data centres generate a wealth of possibilities for locally enabled education actors to understand, manage and solve complex local problems using big data.

The learning transformations made possible by cloud-to-edge technology are visible in OER platforms and online learning portals that make it easier for teachers and learners to retrieve information and gain access to new content to support their learning. In the future, fifth generation (5G) cellular networks and AI, when combined with cloud-to-edge technologies, may allow for an even greater shift from centralized management towards a local culture of context-sensitive school management and customized applications tailored to a community’s needs.

However, many countries do not yet have the connectivity or infrastructure required to incorporate the most promising, dynamic and safest elements of big data and machine learning, into their education data systems. Even high-income countries face challenges with their data system architecture, for example, in moving from cloud to edge computing or expanding existing digital infrastructure to remote communities. Where lower-resource countries decide to move towards integrated, open data ecosystems, significant investments will be needed to update their data architecture and cover the costs of data-migration projects and ecosystem maintenance.

In many countries, the lack of data on network coverage and connectivity is in itself a barrier to expanding such data systems and digital education opportunities. Tangible and exact data identifying which communities need connectivity are needed especially in peripheral and agricultural areas. Telecommunication companies, such as Millicom and Ericsson, work to bridge these rural-urban divides by identifying and connecting communities to enable the potential benefits of data-informed, digital learning. Microsoft’s EMIS project supports education systems to develop modern data architectures for education reporting that respond to education ministry architecture.
Learning ecosystems. The experience of the COVID-19 pandemic has demonstrated some of the ways in which EdTech solutions can help to mitigate education inequities and unequal learning outcomes in other ways. Education technologies are increasingly integrated with advanced analytics, such as machine learning and predictive modelling, and as such, they promise to offer greater levels of individualized learning by allowing students to master concepts and progress at their own pace. In theory, teachers and educators learn from data generated by the software about students’ progress and tailor lessons appropriately.

Unpacking the promise of personalized learning. Technologies that offer personalized learning programmes have dominated recent discussion on the future of digital technology in education. Companies such as Zearn, i-Ready and LearnZillion have built-in natural language processing, text-to-speech and speech-to-text for non-mother tongue and special needs students, which can allow students to practise their enunciation and writing without teacher supervision. Many blended learning policies are built on a belief that such programmes can offer more effective and personalized interventions than human teachers, who are limited in their ability to work one-on-one with many children in the same classroom.

Although self-led, digital learning platforms have been shown to support students with learning or sensory disabilities and to improve learning outcomes more effectively in lower-resource countries (Rodríguez-Segura, 2021), there is a fear that such approaches could undermine or undervalue the belief that teachers have a better understanding of students’ learning progress than a digital programme (Williamson and Hogan, 2020). Additionally, it is imperative that personalized learning programmes are carefully vetted and rigorously reviewed before they are trusted in learning systems. Meyer et al. (2021) analysed the top 100 most downloaded apps marketed as educational for young children, and found that only seven scored in the high-quality category based on learning science, while over 50 per cent scored in the low-quality range. As such, EdTech companies may be selling the promise of personalized learning despite their services often having little understanding of best practices in pedagogy (Hirsh-Pasek et al., 2022; Meyer et al., 2021).

Supporting lifelong learning with digital credentials, open badges and blockchain. As young people and adults pursue learning throughout their careers and lifetimes, the processes of validation and certification of learning are becoming increasingly digitized, and digital credentials such as open badges are gaining in popularity. Digital competency badges are stored and available on any Internet-connected device, offering peace of mind that they are stored in a safe environment accessible via an encrypted connection. The Insignias INTEF Open Badge Backpack, for example, is automatically connected to various digital LMS (INTEF, n.d.). Digital badges can be imported across other open backpacks, and can also be shared on social networks (Twitter, Google+, Facebook) or shown on LinkedIn to complete professional profiles.

Another example is the Digital Open Badge-Driven Learning project, coordinated by the Oulu University of Applied Sciences and funded by the European Social Fund, to develop a nationwide open badge constellation, which enables the verification of adults’ problem-solving skills in technology-rich environments by identifying and recognizing competences acquired outside the formal education system. The open badges created by the project will be piloted within different target groups in TVET and adult education, including preparatory training for TVET, integration training for migrants, adult students developing basic skills, and in upper secondary TVET.

For learner credentials, World Wide Web Consortium verifiable credentials (VCs) and verifiable presentation protocols are already operational and being implemented in the real world, in the learning credentials space, to support interoperability along with immutability of the records that are owned by users instead of third-party providers. The most notable large-scale implementations include the EU’s Education Verifiable Accreditation Records and the Digital Credentials Consortium created by multiple universities, including the Massachusetts Institute of Technology (MIT), Harvard and Berkeley, that have developed and mobilized VC infrastructure for issuing, sharing and verifying digital credentials of academic achievements. In addition, many private players have already moved from purely identity solutions to education credentialing use cases and related solutions.
Countries such as Ethiopia, Estonia and Malta are using blockchain for credentialing or to create unique IDs for learners and teachers to help manage student transfers between schools, trace resources and track service delivery (UNESCO, 2022). For detailed examples of how countries are using digital data to support school-to-work transitions and to improve the accreditation of adult learning and upskilling, see Table 6.

Table 6. Using digital data to support school-to-work transitions and lifelong learning.

<table>
<thead>
<tr>
<th>Digital Ethiopia 2025</th>
</tr>
</thead>
<tbody>
<tr>
<td>A core component of Ethiopia’s Digital Transformation Strategy (Digital Ethiopia 2025) is its partnership with IOHK, a global blockchain research and development company. Using a blockchain-based identification system, Ethiopia aims to give its 5 million students, 3,500 schools and 750,000 teachers unique records to verify performance, personalize learning and ultimately boost national education achievement and employment through data-driven planning (Parkin, 2021).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>China’s “24/365 All Day and All Year Round” online recruitment service</th>
</tr>
</thead>
<tbody>
<tr>
<td>The programme targets online recruitment, providing online career development guidance and supporting the work of college employment counsellors. Over 1 million students have gathered information and secured jobs through the programme. The programme has cumulatively offered 23.3 million job vacancies. Registrations on the service platform number more than 10.17 million, and 86.56 million students have submitted their CVs through it. In addition, 42 large-scale job fairs have been hosted, offering 5.25 million jobs. The programme has been designed to offer employment-related cloud services for students, employers and school staff with the aim of ensuring a stable and smooth education-to-work transition in China.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Republic of Korea’s Supporting Vocational Education in Secondary School programme</th>
</tr>
</thead>
<tbody>
<tr>
<td>The programme provides vocational education opportunities that match student desires and aptitudes, and fosters technical talent and practical skills by delivering a curriculum that is highly relevant to industry. In addition, the provision of work experience and employment support through field training enables students who wish to enter the job market directly after graduating from vocational high school to find high-quality jobs. To create workforces with entry-level skills in new industries (e.g. digital) and respond to the changing job environment, there is a need to incorporate digital technology throughout vocational education and to increase students’ understanding and utilization of digital technology. The curriculum includes programmes such as handling digital application devices and creating and utilizing content via digital applications. In particular, digital applications are used for experiments and fieldwork in vocational high schools.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Canada’s Saskatchewan Ministry of Advanced Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>In Saskatchewan, micro-credentials are recognized as short knowledge, skills and/or competency-based programmes that should have clear, articulated assessments and demonstrated connections to the labour market and lifelong learning. Saskatchewan’s Guide to Micro-Credentials is designed to provide learners, post-secondary institutions, employers and industry groups with a foundational understanding of micro-credentials and meaningful ways to use micro-credential programming. The Ministry has also created a landing page where learners can find more information on micro-credentials and see which institutions are currently offering them. Several post-secondary institutions are using digital platforms to create and issue micro-credentials such as digital credentials, with several adopting the MyCreds’ digital credential platform. Micro-credentials issued as digital credentials give the earner full control over sharing the credential in any way they deem appropriate. The digital credential also allows the viewer (e.g. an employer) to seamlessly review all of the relevant information in the credential (e.g. assessments or skills/competencies earned).</td>
</tr>
</tbody>
</table>

Source: Authors, adapted in part from the G20 Education Working Group Report (2022).
Strand 2: Data skills and competence framework for life and work

Within any typical information management system, capacities for data collection, accuracy, analysis and interpretation at a high level are needed. However, the human capacity to engage with high-quality digital data, delivered in real time through relevant technological platforms, is also essential for system functionality and effective decision-making. Over the past few decades, the increasing diversity of data sources from stakeholders within the education community has not always been reflected in top level decision-making. Government actors are not routinely leveraging multiple sources for their strategic planning and decision-making processes. This is partly due to the education system’s low absorption capacity for integrating and applying the data that has been produced, and to weak human resource capacities for adjusting management and operational processes to improve service delivery.

Agenda 2030, Global Citizenship Education and Education for Sustainable Development, endorses the concept of building a just world through education to ensure that all learners acquire the knowledge and skills needed to promote sustainable development. These include data literacy and the key competencies included in a twenty-first-century skills framework, such as:

- **Information and communication skills:** These include, but are not limited to, analysing, accessing, managing, integrating and creating information; and understanding, managing and creating effective oral, written and multimedia communications in a variety of forms and contexts.

- **Thinking and problem-solving skills:** These include using reasoning to understand and make complex decisions; understanding the interconnections among systems; being able to identify, analyse, frame and solve problems; and fostering creativity and intellectual curiosity by developing, communicating and implementing new ideas while staying open to new perspectives.

- **Interpersonal and self-directional skills:** These skills cover teamwork and leadership; the ability to adapt to different roles and responsibilities; empathy; respecting diverse perspectives; monitoring one’s own understanding and learning needs; locating appropriate resources; transferring learning between domains; exercising personal responsibility and flexibility in personal, workplace and community contexts; setting and meeting goals; tolerating ambiguity; acting responsibly with the interests of the larger community in mind; and ethical behaviour in personal, workplace and community contexts.

These competencies are critically aligned with a Data for Learning conversation, since any effort to expand data skills should be grounded in a framework that holistically considers ethics, local community needs and climate change. As such, an SDG-aligned approach to Data for Learning will provide learners with knowledge to promote social inclusion, find peace and cooperation, and raise awareness of how to protect our societies from emerging diseases, loss of biodiversity, large-scale pollution and the climate crisis.

**Box 4. Mission 4.7 and data competencies**

In 2015, all 193 Member States of the United Nations adopted Agenda 2030 and its 17 SDGs, a universal and interdisciplinary framework to promote prosperity, people and planet. Agenda 2030 calls for a drastic shift in the way that governments and society pursue economic development, while accounting for the effects of development on social inclusion and the environment. SDG Target 4.7 aims to ensure that all learners acquire the knowledge and skills needed to promote sustainable development.
To support education systems in implementing the kind of transformative education championed by SDG 4.7 in everyday curricula, Mission 4.7 helps countries to translate these competencies and skills into grade-level appropriate guidelines that can be used by curriculum developers and educators to contextualize the guidelines for their environments, integrating them into their existing curricula or adopting revised curricula, as showcased in Mission 4.7’s Guiding Principles Platform (Mission 4.7, n.d.b). The platform includes the framework guidelines that overlap with SDG 4.7, including Education for Sustainable Development and Global Citizenship. These frameworks have informed the development of our learning expectations for inculcating the kinds of knowledge, skills and attitudes necessary to achieve SDG 4.7, the same competencies that will ultimately inform learners’ successful engagement with data about and for sustainable development.

Source: Mission 4.7 (n.d.a).

The Broadband Commission posits that low digital literacy is one of the main causes of digital exclusion, and it is often among the top answers when people are surveyed about why they do not use the Internet. According to the latest available data from ITU, less than 40 per cent of the population in 40 per cent of the countries reporting carried out at least one of the activities considered a basic skill (e.g. sending an e-mail with an attachment). Only 23 per cent of countries reported more than 60 per cent of the population having at least one basic information and communication technology (ICT) skill. These indicators are based on a belief in learning-by-doing, or that by using technology, especially with the support of a skilled instructor, one will acquire digital skills. The same logic could be applied to data literacy. If the learner participates in the production and analysis of personal data and treats their own data as a way of critically exploring their beliefs, values, responses and social identities, then they will improve their data literacy and move “beyond the typical schooling practices of restating and critique” (Sheridan and Rowsell, 2010, p. 111, cited in Pangrazio, 2016).

Data literacy is a multilayered concept comprising a combination of technical-statistical and analytic-narrative skills and has much in common with digital literacy. It is defined by the UIS as

...an individual's ability to access, manage, understand, integrate, communicate, evaluate and create information safely and appropriately through digital technologies.

(UNESCO, 2018a).

Different organizations suggest definitions and taxonomies related to data literacy and skills. The Broadband Commission (2021a) report on hybrid learning noted that organizations from different sectors have specifically developed data literacy and competency frameworks at the global, regional, sub-regional and national levels. At the level of international government organizations, the UNESCO Media and Information Literacy Framework enables people’s critical competencies, with the goal of empowering citizens to be creators of information/knowledge through lived, dynamic experiences, as indicated by its “five laws”, set out as follows:

---

2 However, lack of data is itself a barrier to measuring digital literacy and data literacy. There are government gaps in basic facts and figures on young children's access to and use of technology in low- and middle-income countries, and so there are limitations to using these indicators to gauge digital competencies (Livingstone et al., 2019; Erstad et al., 2019, pp. 79-92).
From the **civil society perspective**, the Open Data Institute (ODI) has produced a data skills framework that is widely used by governments and companies alike. Defining data literacy as the “ability to think critically about data in different contexts and examine the impact of different approaches when collecting, using and sharing data and information” (Tarrant, 2021). ODI separates data literacy into six categories: introductions, publishing, management, business, analysis and leadership, as visualized below.

*Source: UNESCO (2018b)*
From the **corporate perspective**, companies have also developed their own skills frameworks to scaffold workforce development and growth through upskilling and reskilling. KPMG, a multinational professional services network, believes that **data literacy is not something that is just for data scientists**, it is for everyone. The company therefore developed a data literacy programme that helps its professionals to become comfortable working with data and analytics. KPMG recognizes that data literacy and digital literacy are interrelated, and that one cannot develop those skills without also considering digital skills. The company’s broader skills circle, as shown in Figure 7, attempts to give a taxonomy to a range of skills that progresses into the outer rings, where one encounters actual tools.
Figure 8. KPMG’s taxonomy of digital data skills.

Foundational digital skill categories
The five topics of the inner wheel cover a complete digital foundation, a digital literacy primer.

Core digital topics
The 15 core topics of the middle wheel provide the building blocks for customizable curricula. Mix and match core topics and applied experience added through a “capstone activity” or a Data Citizens with Purpose® project, preparing you with the practical application experience needed for client delivery work.

Skill-building topics
The outer wheel drills down on core digital topics that focus on a technology-specific tool or specialized skill-building courses. Learners can build their knowledge from basic all the way through to advanced levels.

Source: Presentation by Robert Parr during the WGD4L meeting on 5 July 2022.

Figure 9. KPMG’s data skill needs across three personas.

“Coders” / Scientists
Technical Proficiency
Business Context
Dedicated Focus

• Innovate with data to generate deeper insights using complex models
• Communicate to decision-makers/consumers

Learning Focus
Data Storytelling
AI & Data Ethics
Advanced Engineering
Cloud Services
Machine Intelligence

“Clickers” / Analysts
Technical Proficiency
Business Context
Dedicated Focus

• Self-sufficient in building visualizations and basic data modelling using modern tools
• Communicate to decision-makers/consumers

Learning Focus
Data Storytelling
AI & Data Ethics
Visualizations
Basic Data Engineering
CRISP DM

“Consumers” / Business
Technical Proficiency
Business Context
Dedicated Focus

• Leverage a visualization tool/applications to generate insights to make decisions/take action
• Manage teams using D&A models

Learning Focus
Data Storytelling
AI & Data Ethics
Data Privacy / Rights
Data Risk
Data-driven Decisions

Source: Presentation by Robert Parr during the WGD4L meeting on 5 July 2022.
To gauge how people progress through this circle, KPMG classifies individuals into three types of learner to determine the required level of data skills: consumers, clickers and coders. The common denominator across these three tiers is the standard goal of public engagement for democracy and empowerment through critical understanding of data uses and abuses. At the highest level, coders are the data scientists on the frontier of generating insights using complex models. Their learning focus is data storytelling, as they tend to have a technical background and may need to develop skills to better communicate complex insights derived from machine learning and deep learning. Clickers, or data analysts, are those whose primary job is not to code, but rather to apply data science in business contexts. Their learning focus may be on how to weave data together from different sources credibly and ethically based on an understanding of basic methodologies for data mining, modelling and visualizing. Finally, consumers need training in storytelling, AI and data ethics, and data privacy and rights, for though they may not be proficient data scientists, they need accountability as managers and to understand the deeper questions to ask of data.

Coursera, a provider of massive open online courses (MOOCs) offers a different example of a skills provider perspective. Coursera’s *Global Skills Report 2022* categorizes skills into three domains: business, technology and data science. In the data science category, Coursera identifies seven broad data skill types, which focus on capturing and using data to generate business decision-making or power underlying products and services (Coursera, 2022). The seven categories, along with relevant examples, are outlined in Table 7.

**Table 7. Coursera’s data science skills taxonomy.**

<table>
<thead>
<tr>
<th>Data science skill</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data management</strong></td>
<td>Comprises everything related to managing and accessing data for reporting, analysis and model building.</td>
<td>Cloud application programming interfaces (APIs), Hadoop</td>
</tr>
<tr>
<td><strong>Data visualization</strong></td>
<td>Involves the creation and study of visual representations of data to communicate information clearly and efficiently.</td>
<td>Tableau, plotting data</td>
</tr>
<tr>
<td><strong>Machine learning</strong></td>
<td>Creates algorithms and statistical models that computer systems can use to perform a specific task without explicit instructions.</td>
<td>Multitask learning, deep learning</td>
</tr>
<tr>
<td><strong>Mathematics</strong></td>
<td>The study of numbers and their relationships, applying these principles to models of real phenomena.</td>
<td>Calculus, linear algebra</td>
</tr>
<tr>
<td><strong>Statistical programming</strong></td>
<td>Set of programming languages and tools used to create statistical models and algorithms.</td>
<td>R, Python</td>
</tr>
<tr>
<td><strong>Statistics</strong></td>
<td>Deals with all aspects of data collection, organization, analysis, interpretation and presentation.</td>
<td>Regression, A/B testing</td>
</tr>
<tr>
<td><strong>Data analysis</strong></td>
<td>Process of inspecting, cleansing, transforming, and modelling data with the goal of discovering useful information, informing conclusions and supporting decision-making.</td>
<td>Exploratory data analysis, spatial data analysis</td>
</tr>
</tbody>
</table>

*Source: Adapted from Coursera (2022, pp. 39-40)*)
Although these two examples reflect corporate perspectives, they offer valuable lessons and approaches for formal educational institutions looking to design relevant data skills frameworks at various levels in the education sector. Educational organizations should pay particular attention to dimensions of equity in their data literacy programmes, in order to address the under-representation of women and individuals from the Global South in the field of data science. As data skills and digital skills are closely related, systems that currently offer little or no digital connectivity should consider an approach that combines digital and data skills into one taxonomy, such as the one used by KPMG. When thinking about skilling for future work, educational institutions should also consider that Coders also face the risk of being replaced by outsourcing or automation, whereas Clicker analysts and roles that require critical thinking may have higher job security due to ongoing demand.

To successfully apply a digital skills training programme like KPMG’s in a classroom setting or formal system, active learning experiences are required. Schools could partner with open-source data initiatives to allow learners to develop their data skills using real-world problems that they care about. Learning without these raw materials is limited, a fact which further underscores the importance of open data as an open educational resource that can place cost-effective learning materials in the hands of educators around the world. If such processes and materials were combined into a structured curriculum, this approach to improving data literacy by focusing on the classroom level could be scaled up for global impact. Educational institutions around the world have caught on to this idea and are already adapting national or international frameworks into locally relevant initiatives for both teachers and learners, as demonstrated in the table below.

Table 8. Regional and national data literacy initiatives in education systems.

<table>
<thead>
<tr>
<th>Australia’s Data Literacy for Schools Leaders programme.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In the context of the Data Literacy for Learning strategy, Australia’s Victorian Academy of Teaching and Leadership has developed a Data Literacy for School Leaders programme (Victorian Academy of Teaching and Leadership, 2022). The programme builds school leaders’ understanding of the range of key datasets available through the Victorian Department of Education and Training and helps school leaders make evidence-informed decisions to improve student outcomes. The specific objectives are to be able: (1) to lead a data-informed conversation about school improvement; (2) to analyse key datasets that inform planning for school-wide improvement; and (3) to identify and explore key themes emerging from school datasets.</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>United States’ CTE CyberNet programme</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In the United States, the Department of Education leads and finances a large-scale data literacy programme for education leaders and teachers (United States Department of Education, 2021). The programme aims to rapidly expand the capacity of high school teachers to teach cybersecurity career and technical education (CTE) courses, thereby preparing students by giving them the range of knowledge, skills and abilities required to enter cybersecurity career and educational pathways. CTE CyberNet is a network of teachers’ professional development intensive academies led by two-year and four-year post-secondary institutions designated by the National Security Agency (NSA) as Centers of Academic Excellence. The CTE CyberNet initiative was strategically designed through an ecosystem approach both to develop the cybersecurity skills of high school teachers and to create local support networks that increase the sustainability of these academies. CTE CyberNet has been supported nationally by private sector companies such as Microsoft, Offensive Security (Kali Linux) and Mastercard; local chambers of commerce and industry associations; and local employers, all of which have contributed to the development and sustainability of local ecosystems.</strong></td>
</tr>
</tbody>
</table>
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### Code for Africa

Code for Africa and the World Bank have partnered with 22 institutions, including national statistical agencies, civic media and civil society organizations, universities and journalism institutes, to strengthen the culture of data use through data literacy training. With teams operating in 21 countries, Code for Africa’s programmes aim to enable data access and use for government officials at all levels, as well as stakeholders in civil society, the private sector and academia. These activities led to the development of locally relevant MOOCs, with lessons on topics from data visualization to reporting on human trafficking, to strengthen learning opportunities within the region (Hammer et al., 2021). At the global level, the UNESCO International Institute for Education Planning (IIEP) offers a wide range of training courses, including data literacy dimensions, for education planners and school leaders (UNESCO IIEP, 2022).

### Saudi Arabia's Madrasti programme and curriculum revision

Saudi Arabia’s programme to revise and update its curriculum to enhance basic and future skills features programming from the first grade of primary school, including teaching digital safety, protection against threats and personal data management. The Madrasati digital platform provides a high-security centralized system that offers on-demand access to shared resources and data to personal computers and other devices.

### Italy's National Digital School Plan

Italy’s National Digital School Plan includes investment in the most innovative digital technologies for teaching coding, devices for robotics, virtual reality and inclusive education, to be used in at least 100 000 primary and secondary school classes.

### Japan's Society 5.0

The Japanese Ministry of Education, Culture, Sports, Science and Technology has a JPY 9 billion policy programme to promote the realization of Society 5.0 and the development of highly specialized human resources for the post-COVID era in higher education institutions. The objectives include a series of policy and exchange programmes on enhancing mathematics, data science and AI.

**Source:** Authors, adapted in part from the G20 Education Working Group (2022).

### Strand 3: Ethics, governance, national sovereignty and cross-border data flow regulation

The UNESCO Recommendation on the Ethics of AI provides a dedicated policy action area to offer guidance around ethical governance and stewardship. It recommends data governance mechanisms that are inclusive, transparent, multidisciplinary, multistakeholder and multilateral, which includes the possibility of mitigation and redress of harm across borders.

Today, many other frameworks are available to data science workers, students, researchers and industry professionals seeking to learn about and engage with the ethical dimensions of their work. For example, the ODI’s Data Ethics Canvas, the United Kingdom Government’s Data Ethics Framework, the Ethics Framework by Machine Intelligence Garage or lifecycle-based approaches. The variety and large number of approaches to data and computing ethics have inspired studies to map them and understand their similarities, what makes each one unique, their methods of implementation and their varied utility to different audiences (Ayling and Chapman, 2021; Jobin et al., 2019; Morley et al., 2020).

Data governance in the context of learning should include aspects of anticipation, effective protection,
monitoring of impact, enforcement and redress to ensure that human rights and fundamental freedoms and the rule of law are respected in the digital world and in the physical world. Such encoded mechanisms and actions should include remediation mechanisms by design provided by companies in the private and public sectors. The auditability and traceability of data systems should be promoted to this end.

In addition, it is critical to strengthen the institutional capacities within the learning ecosystem to consider forms of soft governance, such as a certification mechanism for data governance frameworks and mutual recognition of their certification, according to the sensitivity of the domain in which they are used, the expected impact on human rights, the environment and ecosystems, and other ethical considerations. These mechanisms should include a regular monitoring component to ensure system robustness and continued integrity, as well as adherence to ethical guidelines over the entire lifecycle of the data flow, requiring recertification, if necessary.

Data-driven systems within the context of learning would be helped by seamless discoverability and the sharing of key insights in the form of governance initiatives, good examples of collaborative practices involving data-driven systems, and national and international technical and methodological guidelines as data sharing across borders advances, and more. Data governance models should put in place mechanisms to require all relevant actors to disclose and address any kind of bias in the outcomes of data-driven technologies or models, whether by design or by negligence, for example to ensure that training datasets for AI systems do not foster cultural, economic or social inequalities, prejudice, the spreading of disinformation and misinformation, or the disruption of freedom of expression and access to information. Particular attention should be given to regions where data are scarce.

We should encourage policy-makers to implement policies that promote and increase diversity and inclusiveness to ensure equal access to data-driven technologies and their benefits, particularly for marginalized groups. Data governance models should, where necessary, introduce liability frameworks or clarify the interpretation of existing frameworks to ensure the attribution of accountability for the outcomes and functioning of data-driven systems. Those who design and implement data governance models are further encouraged to use mechanisms such as policy prototypes and regulatory sandboxes to accelerate the development of laws, regulations and policies, including regular reviews thereof, in line with the rapid development of new technologies and to ensure that laws and regulations can be tested in a safe environment before being officially adopted.

---

**Box 5. The ethical imperative for multilateral, cross-border cooperation**

Researchers at Google have shown how current notions of algorithmic fairness, which mostly stem from United States-centric research, are often not compatible and may even be harmful when deployed in other countries and contexts (Sambasivan et al., 2021). Based on interviews with dozens of activists, academic experts and legal authorities, the Google report highlighted three ways that the deployment of AI in India may require different methods for achieving justice and fairness from those required in the United States and other Western countries: (1) dataset bias due to the much broader digital divide that exists in the country, (2) the perceived inaccessibility of civil rights judicial recourse felt by many Indians, and (3) an eagerness among India's political classes to embrace new technologies such as AI in an uncritical manner.

In fact, numerous studies from around the world have examined the disproportionate influence Western ideals currently enjoy over AI ethics in general, making them unrepresentative in many of the
contexts where they are being deployed (Sambasivan and Holbrook, 2019; Shin, 2019). With numerous EdTech providers and educational platforms spanning multiple countries, this risk of “AI colonialism” clearly demonstrates the need for cross-border cooperation among data and AI practitioners to ensure that the diverse experiences of all global citizens, including learners and students, are understood by the algorithms with which they will be interacting. A good example of what this type of work could look like comes from the Institute of Electrical and Electronics Engineers Standards Association, which has been investigating the effects that Buddhist- Ubuntu- and Shinto-inspired ethics systems could have on improving AI ethics systems (Institute of Electrical and Electronics Engineers, 2019).

On one level, the emergence of big data, data learning ecosystems and technological leaps suggest value creation in relation to more efficient information management and more transparent governance in the education sector. As stakeholders, partners and education actors consider the benefits of the latest data trends, they must be aware of laws regarding data protection in relation to each new type of data and the contexts in which it is used, and put safeguarding measures in place. As the Capgemini Institute has underlined, it is essential that data “happens in compliance with all local regulations and guidelines, and in an anonymous and aggregate manner (especially for personal data)” (Capgemini, 2021).

During the early days of the COVID-19 pandemic, governments and data owners such as telecommunication companies demonstrated a willingness to relax privacy rules for a range of passive locational data from mobile phone use, automatically recorded by mobile network operators or smartphones apps. This resulted in investments in legal and other agreements with mobile phone operators or smartphone app owners. It was highly regulated, however, and specifically intended to help track the spread of the pandemic. From a human rights perspective, and in all settings, considerations of protection, privacy and security must be at the core of efforts to share data on vulnerable and at-risk groups and support accountability while protecting the safety of communities. Accountability for data collection and use needs to be aligned with national data policies and consider all available legal protections.

The sharing of learner, teacher and private citizen data through multisourced datasets and the EdTech sector has raised concerns for a number of years. These ethical concerns mainly relate to data security, safety, tracing and potential biases ingrained in the data collection. When government-managed datasets are shared across national borders, additional concerns arise. The expanding use of EdTech to support digital and hybrid learning also highlights the need for strong ethical and legal frameworks, with stakeholders and beneficiaries involved in decision-making around how data are stored, processed and used (Frontier Technologies Hub, 2019).
Box 6. Data cooperatives

Data cooperatives could function as intermediaries who negotiate with companies and other entities to establish guidelines around the use of our shared data; set limits on who can view, store, use or buy it; and route the benefits back to us, in dollar form, in kind, or through recognition and access. Data coalitions (in Taiwan, Province of China, and elsewhere) own the data generated by distributed air and water pollution sensors, data that the public, private and civil sectors have used to design interventions and products to mitigate pollution problems. Organizations like Wikipedia function as data commons in that many people contribute data and knowledge into the pool. In small ways, these cooperative structures are already succeeding, and similar models could be real game changers in the field of education if designed and governed well. Driver’s Seat Cooperative, for example, is an app-based ride-hailing platform with a dataset shared by the drivers (Driver’s Seat, 2022).

AI requires large amounts of data to operate, and the past few years have seen a significant expansion in global consensus and international regulation on the ethical use of AI in education. UNESCO organized an international conference on AI and education in Beijing, China, in 2019. The conference produced the first internationally agreed document offering guidance and recommendations on how best to harness AI technologies in support of the Education 2030 Agenda, the Beijing Consensus on Artificial Intelligence and Education (UNESCO, 2019). The Consensus calls for the integration and/or development of AI technologies and EMIS tools to make education management and provision more equitable, inclusive, open and personalized (p. 5). At the same time, the Consensus emphasizes the importance of developing AI applications in education that are free from gender bias and to ensuring that the data used for AI development are gender sensitive (p. 8). In addition, the Consensus has a dedicated section on the ethical use of education data and algorithms, highlighting some key challenges including: (1) biased AI, (2) the balance between open access and privacy, and (3) legal and ethical risks. The Consensus also calls for further research and regulatory frameworks. The Beijing declaration kick-started a two-year international process to construct a standard-setting instrument to operationalize the consensus. After a multistakeholder process led by an ad hoc expert group of 24 specialists in the field, UNESCO adopted the Recommendation on the Ethics of Artificial Intelligence in November 2021 during the 41st session of the UNESCO General Conference (UNESCO, 2021a). Currently, this expert group is looking at this recommendation in the context of education.

AI is one of many forms of data in education, and despite the progress in this specific area, the ethical use of data for teaching and learning more broadly has not reached the same level of international consensus and regulation. However, the regulatory frameworks that were developed for more advanced uses of data in education carry important precedents for regulating the broader landscape of Data for Learning. Many of the principles put forth in the Ethics of AI recommendation, such as those related to inclusive, bias-free learning data models, remain true in the more general discourse on data use in education. However, some complex dimensions of the dynamic data ecosystem remain unaddressed when examined from a purely AI perspective. Such issues include the often opaque and overlapping flows of data between and within nations. Clarity over data ownership and transparency over data use are much needed in the current sphere of education data.

The open data movement

The open data movement strives to improve the clarity and accessibility of Data for Learning by opening up data ownership in the name of data democratization. Open data is a part of the “open family”, which includes open-source software, open access, open data, and OERs (UNESCO and Commonwealth of Learning, 2019). Conceptually, open data systems reside under the umbrella of open
governance, as the philosophy of open government data is accompanied by a growing body of policies that promote transparency and accountability by making government data available to all, and that value creation and innovation through encouraging the use and free distribution of public datasets.

Box 7. Open Data 500

Data, including open data, can possess commercial value. The commercialization of education data is one of the core points of conflict with maintaining the sanctity of education as a social public good. Open data, however, operate under the Creative Commons licences 4.0, which include a specific clause on non-commercial use. As such, the uses of open data depend on which Creative Commons licences are chosen for a given open dataset.

The possession of commercial value and the use of open data for educational empowerment and equity are not, however, mutually exclusive, as exemplified by the Open Data 500 initiative (The GovLab, n.d.). The Open Data 500 roundtables matched the tech industry with public agencies that release open data. The goal was to create 500 start-ups, but the end result was more than double this target. This example illustrates that openly licensed data can create much commercial value without compromising the same data for social access, use and reuse by any citizen. Such approaches have also been implemented by governments in Australia, Italy and the Republic of Korea.

Open data as a model for the governance of education data possesses many promising advantages. For example, the policies adopted to ensure standardization and good service delivery in the government sector apply to the education sector. From the management perspective, such transparency would empower students and parents to audit school performance, funding and supplies, as exemplified by open school report cards. To prevent negative side effects associated with school report card generation, such as undue prioritization of standardized testing or teacher performance metrics, communities should be participants in the data collection process so that they are aware of performance standards, are invited to comment on and update the data, and are empowered to bring attention to corruption or mismanagement.

However, the movement towards eliminating sovereign barriers entirely through open data is being met with a simultaneous push in the opposite direction towards closing data borders to maintain “digital sovereignty” over datasets, limiting the movement of data around the globe (McCabe and Satariano, 2022). Many of these efforts are made in the name of combating data colonialism, or the ownership of data from the Global South by companies in the Global North, who may siphon off or exploit data created in developing countries for profit (Couldry and Mejias, 2019).

Major data storage providers have faced recent barriers in the face of regulations that limit the ability to store data beyond national borders, precipitating the creation of public-private partnerships to establish data centres for local data storage. The education data ecosystem is significantly impacted by this, especially in the field of digital learning, as many LMS and EdTech providers are located in North America and their ability to store the learning data of users from countries with strict data border regulations impacts their ability to deliver online services whose functionality depends on the steady supply of big data to charge their AI-fuelled learning models.

However, if EdTech tools themselves close their data borders through private, proprietary ownership, then the education sector is barred from using this learning data for self-evaluation processes or critical engagement on the part of school stakeholders. Closed ecosystems create the opaque and
overlapping data systems mentioned earlier, since they impede the ability of EdTech tools to effectively respond to teaching and learning needs on the ground. As such, the EdTech sector itself stunts the product improvement of truly adaptive and locally relevant EdTech tools that support education systems if it does not share its data in partnership with local governments, creating feedback loops that can more rapidly influence the real-time pedagogical and practical needs of teachers, learners and school leaders.

Box 8. DXtera

DXtera is an international NGO that builds open-source solutions and is focused on the possibility of creating open authentic data (DXtera Institute, 2022). Open authentic data would enable data agents to share anonymized or encrypted data, or even to simulate data to create large datasets that could be utilized by researchers and product developers to reduce bias and increase the efficacy of their tools. The goal is to support the market for new tools that can address inequity in education delivery by anonymizing, correcting and protecting data generated by educational entities across the lifelong learning spectrum.

On the other hand, openness as a guiding principle of the education data ecosystem is likewise a double-edged sword and is not without its risks. Simply put, a tension exists between transparency and accountability on one side and anonymity, privacy and personal ownership on the other. UNESCO's Minding the Data report (2022) argues that a balance must be struck between the use of technology to transform education and the protection of individual rights to privacy. The efforts towards encouraging open data in the name of improving teaching, learning and management processes are countered by an effort to tighten restrictions to protect the right to the privacy, safety and security of learners, especially young learners, in education spaces.

However, this tension can be eased with conceptual clarification over what open data is and is not. There is concern that opening up data opens the door for personal and private data, especially children's data, to be commercialized, exposed or compromised. However, open data is not a type of information data. Rather, it is a way to deliver and socialize data. Openness in data relates to (a) the legal condition defined in an open licence that stipulates the permissions for others to use and reuse that data, and (b) the technical specifications regarding open and fair principles for that data to connect and interoperate with other systems, platforms and databases (Ruijer et al., 2020).

Both aspects create a shared context that widens access to data and promotes diversity in the use and reuse of that data. In the Data for Learning context, this may favour more innovative pedagogical practices using datasets, improved engagement and participation in data-informed dialogue, and greater efficiency and cost-effectiveness in processes related to education management and reform that thereby promote the system-wide acquisition of data literacy and higher order data skills.

Following the examination of the different strands of the Data for Learning ecosystem and the exploration of different country-level implementations of data analytics programmes in support of education, we now have a clearer picture of what Data for Learning means. This includes the users in the ecosystem and the different data governance frameworks that regulate how these diverse domains interact with and pull against the interests of each other. As well as legislative frameworks, this section has also clearly outlined the required skills and competence frameworks that need to be implemented if effective Data for Learning ecosystems are to be realized. These competencies range across the ecosystem from digital and data literacy frameworks to broader twenty-first-century skill frameworks that must be critically aligned to all attempts to successfully implement equitable and inclusive Data for Learning ecosystems.
Finally, the section has also explored the need for ethical frameworks that can successfully traverse the difficulties surrounding key tensions in the data ecosystem such as those between national sovereignty and the free flow of data across international borders, or between the sharing of learner and teacher data and individual privacy and security rights. As this section has clearly demonstrated, Data for Learning ecosystems are fraught with tensions and idiosyncrasies that go beyond those found in other data ecosystems because of the sensitive nature of the users involved and the complexity of teaching and learning processes. However, the identification of these tensions and the exploration of relevant frameworks that could help manage them mark a key step towards realizing equitable and inclusive Data for Learning ecosystems.

Therefore, to further build on the progress of this section, the following section of the report will concentrate on key challenges and risks that should not be overlooked when implementing and developing Data for Learning ecosystems.
3 Data for Learning

challenges and risks
In addition to those identified earlier, many of the challenges and risks related to data for education, especially big data for education, remain radically underexplored. Rather than simply capturing all available data, far more research needs to be conducted to establish what educational data are needed to address real educational problems, how that data might best be captured, and how best to analyse such data. Nonetheless, this section of the report will, as a starting point, endeavour to highlight other key challenges and risks that must not be overlooked or forgotten.

**Governance, ownership and the common good**

**Figure 10. Learning ecosystem: Multistakeholder data governance and data ownership.**

Above is a visualization of a learning ecosystem, which considers data governance, data ownership and the interplay between stakeholders. At the circular core is **ownership** (public, private, proprietary). This is then enforced by the wheel of **governance**, which has six key dimensions that stakeholders must consider: policy, policy implementation, regulation, integrity, infrastructure and architecture. In the white layer above are the relevant stakeholders, which range from regulatory to educational bodies and individuals.
Data offer immense potential value to drive transparent governance and management of education systems, empowering teachers and creating personalized learning experiences, assessments and certifications. However, data collection is also mixed up with economic and political power. Data accumulation can lead to a concentration of power, raising the possibility for data to be misused in ways that will harm learners. How do we reconcile data captured by commercial players ultimately for profit, with data captured and analysed for the common good?

The use of the terms “common good” and “public good” in relation to matters of education is a debated topic with diverse perspectives. Rita Locatelli, UNESCO Chair on Human Rights and Ethics of International Cooperation, reviewed UNESCO’s position and stated that the “notion of education as a public good underlines the primary responsibility of the state in ensuring the right to education for all, in safeguarding social justice and the public interest in education”, to underscore the core democratic values of equality and inclusion (2018, p. 2). However, the growing influence of non-state and for-profit actors in all levels of educational provision around the world poses problems for this definition. As such, the term “common good” has gained recent popularity in educational spheres, for the concept of the “commons” refers to developing innovative educational governance approaches that oppose the marketization of education goods and services.

Table 9. Public and common good.

<table>
<thead>
<tr>
<th>Education as a public good</th>
<th>Education as a common good</th>
<th>Data for Learning as a common, public good</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNESCO, along with many other civil society and United Nations bodies, has used the term “public good” to reaffirm a humanistic vision of education, justify the need to safeguard public interest and “reject calls for increased privatization or commercialization in education” (UNESCO and CCNGO, 2015, p. 5).</td>
<td>Education as a common good introduces the values of innovation and community cooperation, or as Locatelli (2018, p. 11) states, “envisages new and innovative education institutions that can improve quality and efficiency thanks to the empowerment and the greater cooperation with the forces present in society.” The sociocultural concept centres community justice and well-being over individual socio-economic investment.</td>
<td>Data for Learning in this context, thus, should embody the democratically governed values implied by “public good” and the sociocultural, innovative, collaborative values implied by “common good”. For examples of how open data may be considered an embodiment of this concept of Data for Learning as a common and public good, see Open Data (UNESCO, n.d.).</td>
</tr>
</tbody>
</table>

Source: Authors.

Digital data architecture, and a country’s ability to process large amounts of data, are closely tied to the broader digital divide. To date, the primary drivers and stakeholders in expanding data frontiers in both the business and education spheres are resource-rich global businesses, philanthropic foundations, education publishers, venture capitalists and technology companies themselves. Under what conditions might their support generate value for resource-starved education systems rather than
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3 These include, among others, the Global Campaign for Education, the Right to Education Initiative, the Global Initiative for Economic, Social and Cultural Rights, and Education International (Locatelli, 2018, p.2)
undermine education as a common, public good and universal human right? Complexities to consider include manoeuvring intellectual property legislation, patenting, licensing, or lack of control over, visibility of or access to search and recommendation models for learning resources. In addition, governments must consider their role in protecting and expanding the "knowledge commons", or the shared resources, information, data and content that is collectively owned and managed by a community of users.

**Box 9. Datasphere Initiative**

The Datasphere Initiative conducted a gap analysis of the geographic scope of data governance, existing norms and frameworks. It is accompanied by an interactive dashboard with a specific education governance filter (Datasphere Initiative, 2022). Of the more than 260 organizations mapped in the data governance ecosystem atlas, over 95 per cent are NGOs.

![Figure 11. Types of organization identified by the Datasphere Initiative.](image)

- **13.2%** Academic/research
- **4.5%** Governmental
- **5.9%** Private organization
- **61.4%** Non-governmental
- **15%** Coalition/alliance

Source: Adapted from Datasphere Initiative (2022).

The activities of 41 IGOs (including the OECD and the United Nations) were included in the project, and most do not advocate a particular way of governing data. Major findings include that while more than half of the organizations have an intended global reach and impact, the majority, or 62 per cent (137 of 220 organizations), are headquartered in countries of the Global North.
The primary focus of most organizations is on data topics related to health and the environment, with less focus on education, as evidenced by the mere 7 per cent of the 260 organizations profiled.

This analysis confirms the lack of international regulation and makes clear the case for increased action and cooperation on education data governance across regions and sectors.
As indicated by the Datasphere Initiative’s findings of minimal international cooperation on education data governance and regulation, it is clear that Data for Learning is far from a common, public good in the current climate. Commercial models for data use and ownership dominate education systems around the world, limiting users’ freedom of choice to determine how their data are used. This is because educational data have value beyond that offered to learners, teachers, administrators and policy-makers. Learners’ data also hold value for a variety of other stakeholders, from EdTech providers to data brokers, corporations, political parties, employers, social scientists, advertisers and more.

Where private actors step in to fill infrastructure and capacity gaps, this impacts data sovereignty and security, and is often accompanied by insufficient legislation or public awareness of how people’s data will be used. Marginalized learners are often subject to more surveillance and abuse of data (e.g. Center for Democracy & Technology, 2019), giving rise to data colonialism, which refers to efforts to prevent or mitigate the consequences of data created in developing countries being siphoned off and exploited by EdTech or other technology providers in other countries. Another clear danger is that corporate-influenced reforms of education management systems may create a market for student data and reduce teachers’ control over their classrooms without the critical engagement of governance bodies and the general public.

Given these risks, how do we resolve who owns the intellectual property relating to the data? Is it the EdTech provider or the learner? If the learner usually owns the intellectual property of anything else they create, such as a poem or a painting, how do we reconcile this with the claims of software providers, data brokers, EdTech providers and so on? What role can cross-border, multilateral normative instruments play in setting the agenda and establishing accepted ethical principles to be applied to both public and private institutions, given that student data plays a growing role in business plans?

**Transparency, explainability, accountability and trustworthiness**

**Data transparency** refers to the availability of knowledge regarding the use of data, including access to information concerning data ownership and consent. Beyond this, however, transparency also relates to the use of said data. When are the data being used, how are the data being used, by whom and for what purpose?

Something to consider is that transparency often sits at the opposite end of potential tensions with other principles such as privacy, safety and security. Meaningful transparency also implies something beyond simply dumping complete training datasets, which are akin to foreign languages to the layperson, onto the individuals in need of safeguarding. Transparency should aim to provide appropriate information to addressees about the use of metadata. Furthermore, transparency could introduce issues of fair compensation, especially with regard to AI technologies.

On this note, the explainability of data-informed systems refers to how easy it is to understand the input, output and functioning of each aspect of data processing (often algorithmic) and how it contributes to the outcome of the systems. Thus, explainability is closely related to the issue of transparency described above, as sub-processes leading to outcomes should aim to be understandable and traceable, appropriate to the context. Transparency and explainability are closely related to adequate responsibility and accountability measures, as well as to the trustworthiness of data systems.

For-profit interests in student data may undermine trust in education systems. Higher education institutions around the world have expanded their use of big data analytics tools (Rubel and Jones, 2016), underscoring the need for increased transparency and explainability to maintain trust between learners and their higher education institutions. For an examination of the relationship between awareness of the use of learning analytics and trust in higher education, see Box 10.
Box 10. Learning analytics and trust in higher education

Studies of university students in France, Germany, Sweden, the United Kingdom and the United States reveal important insights into trust in institutional use of learning data. May et al. (2017) tracked the use of EdTech data at three universities in France and one in Germany and uncovered concerns related to privacy and to outcomes. Learners' opinions, behaviours and even learning outcomes were impacted by knowing how their data were being tracked and used. Another study, of university students from Sweden (Mutimukwe et al., 2022) illustrates the importance of informed consent relating to trust. Students' perceived privacy risk and privacy control clearly predicted their trust in learning analytics, as evidenced by their non-self-disclosure behaviours.

A study of students at the Open University in the United Kingdom in 2018 found similar results. The students who thought they had little control yet perceived high potential risks were less likely to exchange their personal data for the supposed benefits of learning analytics, revealing an important relationship between awareness of data use and actions to protect their personal data (Slade et al., 2019). The study also revealed that students inherently trust their institution to use their data ethically. Would this still be the case if institutions were open and transparent about how learning analytics were being applied to student data?

Given the strong relationship between awareness of the use of data analytics and increased individual action to protect personal data, colleges and universities have “a special responsibility to their students” to earn the trust of their students by openly disclosing algorithmic or predictive analytics (Jones et al., 2020). To capture student voices in this dialogue, Jones et al. conducted over 100 interviews with students from eight universities in the United States and found that students saw potential in learning analytics but felt that they should be educated about their institutions’ analytic practices and should be treated as partners in designing Data for Learning strategies.

Similarly, without accountability, the unethical misuse of educational data becomes a serious concern. There need to be consequences for the misuse of data to incentivize and promote the protection of all learners’ data, as well as their security and privacy. Again, this accountability relies on the transparency outlined above. Who is using data, why are they using it, how are they using it, and do they have consent?

For the key stakeholders in the learning ecosystem to make data-driven decisions based on accurate analysis, the underlying data must be trustworthy. Therefore, it is critical that data trustworthiness issues, which also include data quality, provenance and lineage, be investigated for organizational data sharing, situation assessment, multisource data integration and numerous other functions to support decision-makers and analysts (Bertino et al., 2009). In general, the problem of providing trustworthy data to users and applications is an inherently difficult one, which often depends on the application and data semantics as well as on the data collection modalities, context and situation.
Box 11. Frameworks and approaches for ensuring trustworthy data

Data trustworthiness is inextricably linked to the concept of data quality. Data may be considered to be of high quality “if they are fit for their intended uses in operations, decision-making and planning” (Kerr et al., 2007). Alternatively, data are deemed to be of high quality if they correctly represent the real-world construct to which they refer. There are a number of theoretical frameworks for understanding data quality. One framework seeks to integrate the product perspective (conformance to specifications) and the service perspective (meeting consumers’ expectations). Another framework is based in semiotics to evaluate the quality of the form, meaning and use of the data. One highly theoretical approach analyses the ontological nature of information systems to define data quality rigorously (Price and Shanks, 2005). In addition to these more theoretical investigations, a considerable amount of research on data quality has been devoted to investigating and describing various categories of desirable attributes (or dimensions) of data.

Another promising framework for assuring information trustworthiness is based on a comprehensive framework composed of two key elements: trust scores and data confidence policy (Bertino et al., 2009). Trust scores, associated with all data items, indicate the trustworthiness of each item. Trust scores can be used for data comparison or ranking. They can also be used together with other factors (e.g. information about contexts and situations, past data history) to make decisions about how to use data items. A framework that provides a trust score computation method could be based on the concept of data provenance, as provenance gives important evidence about the origin of the data, that is, where and how the data are generated. The second element of the framework is the notion of confidence policy. This kind of policy specifies a range of trust scores that a data item, or set of data items, must have for use by the application or task. It is important to note that the required range of trust scores depends on the purpose for which the data have to be used.

In many cases, it is crucial to provide analysts and processing applications not only with the needed data, but also with a universal annotation that indicates how much the input data can be trusted. This task is particularly challenging, especially when large amounts of data are generated and continuously transmitted across the system. Furthermore, solutions for increasing data trustworthiness, such as those specifically targeting data quality, may be expensive and may require access to data sources that have access restrictions due to data sensitivity (Bertino and Lim, 2010).

Interoperability

Information in and across educational organizations is distributed over different servers and stored in diverse databases. Although the discovery of information is an immense help in developing value-added services, data often remains siloed, inhabiting static spaces in the ecosystem, a space where the data may be difficult to access and analyse in the pursuit of improved learning outcomes. Despite this, many EdTech vendors often treat interoperability as an afterthought, while prominent data-related business models prefer to keep users captive by preventing the easy sharing of data across systems.

Furthermore, interoperability among education stakeholders needs to be considered as part of a multilayered approach that encompasses technical, semantic, organizational and legal aspects. Technical interoperability involves technical issues such as linking exchange protocols, file types, formats and services. Semantic interoperability entails giving precise meaning to the exchanged information so that it is preserved and understood by all parties.
Organizational interoperability refers to coordinated processes in which different organizations achieve a previously agreed and mutually beneficial goal. Legal interoperability involves aligned legislation so that exchanged data are accorded proper legal weight (EU Commission, 2017). Interoperability describes how well systems, applications and the data within them interact within an organization. When it comes to educational institutions, interoperable technology can facilitate student access to a broader range of tools, and enable schools to more easily share and manage data systems.

The frameworks proposed in New Zealand by Wakefield (2017) outline the depth of consideration that should be given to educational transformation in an era of increasing data practices. This involves both embracing the use of technology to improve efficiency and the availability of data across the education system as a whole, and including the technologies associated with the Fourth Industrial Revolution and related skills in the curriculum. Wakefield highlights the importance of the student as the central point in a web of stakeholders, with the modern technologies described above forming core methods of engagement at multiple points across the system. Another example of interoperability frameworks in action comes from South Africa, where JET Education Services proposes a set of recommendations to ensure interoperability within the education system (see below).

**Table 10. JET recommendations for ensuring interoperability in education systems.**

<table>
<thead>
<tr>
<th>Key recommendation 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A focus on technical or narrow interoperability is insufficient, and broader semantic frameworks and organizational interoperability must be considered. The purpose of an interoperable system is much broader than the aggregation of data. Therefore, from the onset of the development or implementation of such a system, factors such as the creation and use of data must also be considered, and the methods and means through which organizations and individuals will engage in the system should be defined.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key recommendation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invest substantial time in initial preparation. Initial preparation includes not only stakeholder engagement but also marketing and advocacy, and investments should be made in both initial and ongoing advocacy for and marketing of the benefits of the ecosystem or platform. Understanding the purpose and intended outcome of the ecosystem is vital at this stage.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key recommendation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explore and leverage available systems. The benefits of joining an existing community, in most cases, will far outweigh the benefits of creating a bespoke system. However, this should be done subsequent to robust internal consultation in which the needs of users and the intended outcomes of the system are determined to ensure the needs of beneficiaries are met. It is notable that even in cases where specific objectives may not be reached, it is still likely to be more effective to leverage available education standards which are collaborative in nature and allow for individual application planning interface (API) development on top of a standard or core offering. An open suite with a component architecture is thus recommended.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key recommendation 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work backwards from the needs of users to design the system and its components and allow ample opportunities for innovation to come from and in collaboration with users. In designing and building the system, agile development should be a primary focus and the system should be built in iterative cycles. A responsive system is adaptive and innovative and allows for connection, integration and collaboration. It is recommended that a customer discovery and validation process be undertaken in the first instance, where assumptions and hypotheses are tested.</td>
</tr>
</tbody>
</table>
Key recommendation 5

Continuously improve through innovative cycles of development. The strongest systems will allow for innovation to come from a broad community and will encourage and reward the sharing and open-source nature of tools developed by community members. At the same time, it is imperative to not only rely on community members but to ensure that ongoing maintenance and redesign are adequately budgeted for and/or funded on an ongoing basis.

Key recommendation 6

Plan for future updates, additions and adjustments to data. It may seem obvious, but it is of paramount importance to consider the ongoing collection of data required by education systems, a consideration which may be overlooked by technical experts. Systems should have a sound and agreed-upon semantic architecture, and whatever tools/APIs are associated with the project should have the functionality to manage updated or replaced datasets or databases without a redesign. Leveraging international and/or national standards can significantly reduce the initial build time and cost.

Key recommendation 7

Define clear parameters for ownership and use of data, platforms and data standards. Concerns about ethical access and use of data must be resolved. Consideration must, therefore, be given to ownership and access to data as well as data portability. It is advisable that individuals are positioned as the primary owners of their data, and systems must work to ensure the portability and beneficial use of such data.

Key recommendation 8

Schedule data releases, encourage the use of APIs and charge for custom requests. Discrete requests from a central management agency can be accommodated, but these should require a financial commitment to prevent abuse and further encourage use of the available APIs and platform functions.

Key recommendation 9

Plan for investments in capacitation for all beneficiary groups. In the post-school education and training (PSET) system, this includes government departments, PSET institutions (including higher education institutions, qualifications authorities, sector authorities, etc.), labour market and work integrated learning representatives, PSET staff and students.

Key recommendation 10

Consider from the onset who will hold a system developed long-term. This body may be different from a governance structure and must be sufficiently capacitated and funded. It is more efficient if the unit can leverage additional resources and expertise for specific development tasks. Notably, a central managing organization does not have to assume ownership of the data or the outputs of the data; in some cases, the organization is responsible for only the development process.

Interoperable technology in education delivers capabilities, such as seamless data sharing, that can help move towards more individualized learning at scale and could potentially reshape the learning environments of the future. How then, do we enhance interoperability between different EdTech providers, or between different countries, so that the data can genuinely inform theories about teaching and learning and contribute towards advancing SDG 4?

Inclusion, diversity and fairness

We can learn to prevent the misuse of data in education by learning from misuse in other sectors. Organizations increasingly rely on algorithms to help make decisions that impact people’s lives, including who gets a bank loan (Unitas 360, n.d.), a job (Metz, 2020) or jail time (Zhu, 2020). Public backlash has led to proposals like the Algorithmic Accountability Act (Jones Day, 2019), which would require the United States Government to develop rules that mitigate algorithmic bias and provide ways for citizens to appeal automated decisions.

It is well known that digital proctoring methods such as tracking eye movements are commonly operationalized by for-profit tech companies to measure engagement with products and advertising. What happens if we define engagement in terms of eye movement in learning spaces? Some EdTech companies have already attempted to quantify traditionally qualitative data on social and emotional factors by deploying AI facial coding algorithms that learn about facial expressions of emotion. When evaluating such data for a learning model according to the United Nations Convention on the Rights of the Child (UNCRC, 1989), significant ethical, legal and socio-emotional risks were revealed (McStay, 2020).

All algorithms are prone to some degree of error. In large EdTech companies, even a tiny error can have a large impact. Every effort should be made to audit such systems for fairness, make sure the trade-offs between flexibility and efficiency are transparent and treat individuals with compassion and respect. The impact could be even more detrimental if algorithms are applied within education in an opaque, ill-designed data architecture.

Box 12. Challenges on the horizon: Synthetic data

Engineers generate synthetic data based on a smaller sample of real data that is labelled with all the aspects deemed relevant for the AI models to train on, and a set of rules that seek to counteract any obvious, known biases in the original dataset. However, taking too optimistic a view of synthetic data for creating data ecosystems without bias or privacy issues overlooks the reality that it is still individuals who are making decisions about what data to include and exclude, and how to analyse the data, with those choices based on what is deemed important or relevant by those individuals. If people are making decisions on which of these datasets should be built, which problems they should solve, and what real-world data they should be based on, we will never be able to fully remove bias. Furthermore, as synthetic data are based on smaller samples, such data may not only reproduce the patterns and biases drawn from the data but amplify them too.

In a worst-case scenario, we could get an echo chamber effect, whereby AI feeds the AI and models that develop and control key aspects of our world – the information we consume, the digital worlds we frequent, the recommended learning paths and learning products we receive – which increasingly respond to an internal logic divorced from the reality we inhabit. If the synthetic dataset is not grounded in (or perhaps made from) a rigorous understanding of the most recent underlying human phenomenon – such as the differences between what people say and do, or the unexpected influence of tangential variables in our lives on the actions we take – it risks simulating a social world that shortchanges reality in ways that could cause real harm to individuals. And this is before we even begin to contemplate more nefarious uses of synthetic data, such as deepfakes or misinformation on a massive scale.
Synthetic data also raise complicated issues relating to privacy and consent. From the legal perspective, as synthetic data are often not data relating to a natural person (under the General Data Protection Regulation [GDPR]), or to a particular consumer or household (under the California Consumer Privacy Act) or to an individual (under the Health Insurance Portability and Accountability Act), then they are not considered to be personally identifiable or sensitive information. Such data are therefore outside the scope of these privacy laws. As such, synthetic data are not held to the same accountability principles and profit from being detached from “natural” individuals or legal structures. In the absence of clear associations, synthetic data rights should be rethought and reprotected by design and regulations, especially those concerning consent, privacy, accountability and explainability. Otherwise, the unethical adoption of synthetic data in education could go unchecked before scaling becomes irreversible.

At the local level, Member States should promote equitable representation between rural and urban areas, and among all persons regardless of ethnicity, gender, age, language, religion, political opinion, national origin, social origin, economic or social condition of birth, or disability, and any other grounds, in terms of access to and participation in the data-driven system lifecycle (UNESCO, 2021a).

At the international level, the most technologically advanced countries have a responsibility to show solidarity with the least advanced to ensure that the benefits of data-driven technologies are shared such that access to and participation in the data-driven system lifecycle for the latter contributes to a fairer world order regarding information, communication, culture, education, research, and socio-economic and political stability. Furthermore, digital and knowledge divides within and between countries need to be addressed throughout the digital system lifecycle, including in terms of access and quality of access to technology and data, in accordance with relevant national, regional and international legal frameworks, as well as in terms of connectivity, knowledge and skills, and meaningful participation of the affected communities, such that every person is treated equitably.

The international community is coming alive to this reality, with scholars and experts warning against blindly trusting the supposed neutrality of data. For example, the Beijing Consensus on Artificial Intelligence and Education recommends that stakeholders “be cognizant that AI applications can impose different kinds of bias that are inherent in the data on which the technology is trained and which it uses as input, as well as in the way that the processes and algorithms are constructed and used” (UNESCO, 2019). Similar multilateral understandings need to be built and developed regarding Data for Learning ecosystems too.

The COVID-19 pandemic caused major disruption to education systems all over the world affecting both high- and low-income countries. One such country was the United Kingdom, which saw nationwide school closures at a time when students would normally be sitting end-of-year exams (United Kingdom Department of Education, 2020). This included A-level exams for students aged 16-18, the results of which directly affect the higher education opportunities available to students.

When the government asked teachers to assign A-level grades in place of exam results, there were more higher grades than usual. Therefore, in an attempt to objectively standardize the grades of all students, the UK Government turned to the Office of Qualifications and Examinations Regulation (Ofqual), which used an A-level grading algorithm to assign grades to A-level students (Berridge, 2020).

The result saw 40 per cent of students receiving lower grades from the Ofqual grading algorithm than teacher assessments had indicated they would receive. Furthermore, there were striking trends between students who received lower grades compared to students whose grades remained on par with teacher assessments or even improved upon them. Many more students from state schools saw their grades cut, therefore limiting their prospective higher education opportunities, while students from independent and private schools saw their grades improving (Allegretti, 2020).

The results caused an outcry in the United Kingdom and sparked protests up and down the country (Castle, 2020). In response, the government U-turned on the move to put A-level assessments in the hands of the Ofqual grading algorithm, and fell back on teacher assessments whenever they were higher than those awarded by the algorithm (Taylor, 2020).

Accuracy, completeness and reliability

The heavy cost and capacity requirements of data collection, cleaning and analysis prevents some contexts from developing a data culture that would improve general trust in the reliability and usefulness of data due to higher data literacy and exposure in education settings. The complexity of assessing and auditing the reliability and accuracy of data analysis and modelling for insights could be heavily context dependent. Drawing inaccurate insights in the context of recommending one course as opposed to another is of a different order of sensitivity to inaccurately grading a child in a consequential exam. A calibration that involves assessing production readiness needs contextual assessment. In systems where learning data are readily available, these data represent only limited aspects of the past, yet are often used to predict the future. This can limit outcomes and individual development if not done properly and well.

In this context, some of the main barriers to unlocking the beneficial potential of Data for Learning relates to the availability and quality of the data, which can undermine accuracy, completeness and reliability. Currently, many education data systems around the world lack the ability to capture real-time data on teaching and learning, and this prevents school systems from monitoring participation, progress and outcomes. It is important, therefore, to consider how to enhance the analysis of data that may typically be messy, restricted or incomplete. On the other hand, the pressure to collect as much data as possible to present a more holistic picture of student progress is not without its risks. As evidenced by the study in Box 14, pressures to produce complete and reliable data can create a culture of mistrust in teacher judgement, pressuring pedagogical proof in all aspects of student learning.
Pressure for “infinite data collection” seen as detrimental to student learning and teacher trust in Queensland, Australia

A 2021 study of teachers in Queensland, Australia (Daliri-Ngametua et al., 2021) revealed a perception that teachers were constantly engaged in collecting student data to justify their teaching practices with “hard evidence” of student growth (p. 7). This created a culture of mistrust in teachers’ professional judgement from both school leaders and parents. Schools increased auditing and surveillance, and parents pressured teachers to provide them with material, measurable data to prove claims about learner performance, classroom behaviour and teaching practices.

The volume of data that Queensland teachers were expected to collect was perceived as “detrimental to student learning because it took away the time and energy needed to focus on providing substantive learning opportunities to students” (p. 9). As a consequence, teaching became less about “doing” and more about performing progress, which in turn, diminished the power of teachers’ professional judgement and strengthened the sanctity of explicit, quantifiable student learning metrics, which reflect only a partial view of learning experiences and outcomes (Hardy, 2021).

Literacy and accessibility

Another key challenge that cannot be overlooked concerns learners’ abilities to take advantage of the new digital learning possibilities available to them. Digital skills and literacy are key components of the digital divide that can cut learners off from the lifelong learning opportunities their human rights afford them. Digital literacy has been defined by UNESCO as:

- the ability to access, manage, understand, integrate, communicate, evaluate and create information safely and appropriately through digital technologies for employment, decent jobs and entrepreneurship.
- It includes competences that are variously referred to as computer literacy, ICT literacy, information literacy and media literacy.

(UNESCO, 2018a)

Furthermore, digital literacy skills relate explicitly to SDG Target 4.4, with skills indicators 4.4.1 and 4.4.2 focusing on ICT skills and digital literacy skills. Beyond a definition, however, key questions relating to digital literacy remain. What are the skills required to engage with data at different levels of teaching, learning and education management? Furthermore, as they continue to evolve, how will these skills be defined and by whom? How will they be developed, assessed and certified? What would data proficiency look like? What is the impact of data choices (what, where and how data are collected) on students, teachers and systems?
Box 15. The costs of low levels of digital literacy among a population

In an attempt to ensure an efficient and effective roll-out, the COVID-19 vaccination campaign in Catalonia, Spain was administered via a system of SMS messaging and smartphone app notifications. Unfortunately, however, the lack of digital skills among certain segments of the population in Barcelona delayed the roll-out of the vaccine as citizens did not have the digital skills required to book an appointment through an app or via SMS (Rodríguez and Oliveres, 2021). The differences in the uptake between certain demographics and across varying neighbourhoods was stark, with the intersecting nature of the digital divide clearly on show as fewer citizens from poorer areas of the city signed up for the vaccination programme. However, the nature of the pandemic meant that, in this instance, not only did the lack of digital skills among certain subsets of the population marginalize them from public health efforts, it also had a degrading effect on wider public safety.

The training teachers receive to engage with student data in informed and productive ways is critically important. Frequently, school districts or systems will purchase a one-off, vendor-based training with a technology purchase that may include LMS, assessment and early warning systems, dashboards and other applications depending on the system’s educational objectives (Mandinach and Gummer, 2021). Often these trainings focus on how to access data, rather than on how to use the data to inform pedagogy. If teachers are not supported by their schools to understand how to contextualize the information their students produce to inform their teaching practice, then the data risks being misused, leading to simplifications or misinterpretations. Additionally, the issue of accessibility of data skills and literacies for individuals with special needs should be considered in the design of data systems. Data attached to students with disabilities is often of a sensitive nature, and some countries, such as the United States, have particular legal requirements related to sharing the data of learners with disabilities, as protected by the Individuals with Disabilities Education Act and the Children’s Online Privacy Protection Act. Although such legal frameworks seek to prevent the abuse and misuse of student data relating to learners with special needs, obtaining genuinely informed consent with the understanding that sharing such data may negatively impact future educational or employment opportunities remains a challenge (Stahl and Karger, 2016).

Box 16. Understanding the relationship between literacy and transparency

Who bears the burden of informed consent?

Transparency ends up as a form of free labour, where we are burdened with disinformation or misinformation but deprived of the capacity for meaningful corrective action. What results is a form of neoliberal “responsibilization”, in which the public becomes burdened with duties it cannot possibly fulfill: to read every terms of service, understand every complex case of algorithmic harm, fact-check every piece of news. This shift in responsibility makes it, implicitly, our fault for lacking technological literacy or caring enough about privacy, never mind that vast amounts of money and resources are poured into obfuscating how our data are collected and used. This is the crux of the problem. Transparency is often valued as the great equalizer, a way to turn the tables on those in power and to correct the harms of technological systems. However, sometimes what you need to correct abuses of power is not more information, but rather a redistribution of power.
**Privacy, consent, safety and security**

**Privacy.** Privacy and security have become possibly the most obvious concerns relating to the collection of all types of personal data. Data can be compromised, exposing them to a plethora of risks and threats, such as identity theft and blackmail. Within education, however, there are further issues to consider. For example, sensitive dimensions of student identity, such as family income, special needs, counselling files, grades, addresses and contact information, can be uncovered if a school data management system is compromised. Even detailed aspects of students’ socio-economic backgrounds can become visible if students participate in video classes that can put the interiors of their homes on display, and from this companies could accrue potentially marketable information.

Anonymizing student data at the individual level does not go far enough to protect learner privacy. If the security of the system as a whole is weak, then individual data can easily be triangulated by a hacker who combines multiple databases to enable the re-identification of individuals (Quinton and Reynolds, 2018). How do we ensure data privacy and anonymity when data mining makes it possible to de-anonymize apparently anonymized data?

---

**Box 17. How data can be de-anonymized**

- **Direct identifier**: Name, address, social security number
- **Indirect identifier**: Date of birth, zip code, license plate, medical record number, IP address, geolocation
- **Data that can be linked to multiple individuals**: Film preferences, retail preferences
- **Data that cannot be linked to any individuals**: Aggregated census data, survey results
- **Data not related to individuals**: Weather
According to the *Georgetown Law Technology Review*, there is a spectrum of identifiability that resembles a staircase when it comes to personal data (Lubarsky, 2017). The top of the spectrum includes directly identifiable data, such as an individual’s name, social security number or phone numbers. The spectrum continues through indirect identifiers such as zip codes and dates of birth, data that could apply to multiple individuals including personal preferences, and so on. It is direct identifiers that can lead to data de-anonymization if they are discoverable in data that are supposed to have been de-anonymized. There are three main techniques for de-anonymizing data, which can all be used in tandem in attempts to de-anonymize data: combing datasets, pseudonym reversal and inadequate de-identification in the first place. Attempts to de-anonymize data can identify the real identities of individuals using direct identifiers.

Moreover, the integrity of data used for monitoring and credentialing processes can itself be called into question, as learner identity needs to be secure enough for digital credentials to be trustworthy. Important questions remain then, not just concerning the privacy and anonymity of learners, but also relating to the legitimacy of Data for Learning as a tool. The organization EdSAFE AI Alliance is attempting to address the application of data rights in education spaces, and is leading an international effort to develop benchmarks, standards and certifications to establish trust for the use of AI tools in education (EdSAFE AI Alliance, n.d.).

**Consent.** Another tension that stems from the protection of learners’ data is the issue of meaningful consent. Although providing consent is currently the main feature of most personal data protection efforts, enabling meaningful consent remains one of the most difficult challenges in the digital context. It is possible to request consent using both opt-in and opt-out techniques, however, policies are often very long, hard to find and difficult to understand. As such, consent often only reflects the need to access the educational services rather than a true acceptance of the terms presented in the privacy policy. How do we ensure that learners are providing genuine consent that does not require them to read pages of dense text, and that is easily understood? How do we understand the temporality of consent? If a learner consents to their data being used at one specific moment, does that also mean they have consented to its reuse in the future, or to its inclusion in a larger dataset, the use for which was not disclosed at the moment the learner consented?

**Box 18. Predicting challenges to consent in the education sector**

In one study, researchers used AI to scan thousands of babysitters’ profiles available on Facebook, Twitter and Instagram. The researchers then used data analytics to rate the “risk” posed by these babysitters to children. Parents were able to access these ratings and use them to decide whether or not to hire the babysitters (Harwel, 2018.). AI can similarly analyse people’s speech and even their facial expressions to come up with appraisals of their trustworthiness and competence (Youyou et al., 2015). These babysitters never gave consent for their data to be analysed in such a way, nor were they informed that this was occurring. Moreover, it is possible that many of these babysitters did not even know that researchers possessed the tools to automatically scan through their profiles and generate this type of risk score. While this type of research is not institutionally supported, one can imagine that such analysis might one day be used to predict how risky it is for an educational institute to recruit or promote a certain teacher or student. It is important to anticipate such concerns and plan for them accordingly.
**Safety and security.** When learner data are stored online it becomes much easier for malicious actors to access and exploit and, increasingly, breaches of this nature can expose the data of huge numbers of learners all at once. The question is, then, how do we prevent and mitigate data breaches? There are efforts to safeguard learners at both the local and international levels. At the local or school level, learner data should be protected from exploitation, but also from the threat of security breaches and school cyberattacks. At the system level, there is some debate as to whether these protections are ensured by existing international standards that apply to all individuals, such as the GDPR, or whether a specific international normative framework for the learning context is needed. If such a normative framework were developed to safeguard learner data, then it should include the voices of teachers, schools and local agencies, whose efforts should not be sidetracked by the introduction of new regulatory instruments.

The challenge of providing safety and security for learner data is deepened by socio-economic disparities, since the maturity of protections aligns with a country’s economic development. Of the 76 countries reviewed by a recent MIT and Infosys study on regulatory frameworks for the use of cloud models, the two low-income countries ranked 71st (Uganda) and 76th (Ethiopia). Lower middle-income countries did not rank higher than 43rd (MIT Technology Review, 2022). This puts students in less wealthy areas at a disadvantage. On the supply side, international standards organizations that influence EdTech providers should be considered. In the United States, the Software and Information Industry Association has influence over the EdTech industry. Influencers such as the State Educational Technology Directors Association, the Consortium for School Networking and the International Society for Technology in Education also help to establish standards for EdTech development and have created human and digital forums that match student and educator needs with the capabilities of digital solutions. Developers would pay attention, creating products with data protection standards designed for the more developed countries, where revenue resides. The standards would therefore also apply to students in less developed nations, whose legal data protections may not be as heavily regulated.

Security breaches are becoming increasingly common. A McKinsey Global Institute (2021) report outlines that:

---

**Breaches can occur during transfer of data, or at any institution involved in the open data ecosystem, such as a bank or fintech. For example, when data transfer is achieved via APIs, a hacker who breaches such an API can hijack any apps that use the interface to collect data.**

---

In the context of learning, this means that any data passing through a student information system or a digital learning programme faces the threat of data compromise. Naturally, with the use of digital platforms and programmes growing globally during the period of COVID-19 school disruptions, the number of cyberattacks and data breaches have also increased (Levin, 2021). For example, the publishing company Pearson, known for its textbooks, was fined USD 1 million to settle charges that it had “misled investors about a 2018 cyber intrusion involving the theft of millions of student records, including dates of births and e-mail addresses, and had inadequate disclosure controls and procedures” (United States Securities and Exchange Commission, 2021).
A data breach that occurred during a cyberattack on Illuminate Education in the United States in January 2022 is so far known to have affected nearly 2 million students across the country. The breach has affected learners and educators in five different states with over 820,000 students impacted in New York City alone (Kuykendall, 2022).

Officials from some of the affected school districts have stated that data included in the breach include learners’ names, dates of birth, races or ethnicities, and test scores. Representatives from at least one of the districts indicated that the breach also included particularly sensitive information such as behavioural records, tardiness rates, information about disabilities and migrant status (Singer, 2022). Breaches of this nature can have long-lasting consequences for the affected learners, with sensitive and confidential information becoming available for public scrutiny.

Unfortunately, the full extent of the Illuminate Education data breach is yet to be known as the company, working with the stated aim of assisting education partners and educators reach new levels of student performance through the utilization of data, claims on its website to serve over 5,000 schools nationwide, covering a total of over 17 million enrolled students in the United States.

Many local, regional and national education bureaux simply do not have the human or capital resources to do this in a best-practice, sustained manner. Public schools may have fewer resources than private corporations to train their students and staff and to configure and secure school networks and devices to prevent online disruptions. As such, ensuring cyber protections is an equity issue, as learning environments with fewer resources are more vulnerable to attack.

**Financial sustainability**

The costs and consequences of expanding learning data models are key challenges to consider when weighing the potential benefits of these systems against the potential risks to environmental well-being. In parallel with concerns about data architecture, there are great concerns about the deployment and integration of new data practices where these must be incorporated into already under-resourced education systems. The adoption of emerging data practices would require major investments in hardware, software and human resources to support the shift away from centrally managed data architecture towards more vertically and horizontally integrated management systems.

The paradox is that the three countries with most expensive mobile data per gigabyte are in Africa. Globally, there is a 30,000 per cent difference between the cheapest data price and the most expensive (Ang, 2020), with India ranking the cheapest at USD 0.09 per gigabyte, and Malawi ranking the most expensive at USD 27.41 per gigabyte.
Box 20. Zero-rating education content

Zero-rating education content and access to Data for Learning is a measure that has been adopted by many countries during the COVID-19 pandemic. This has been an effort on the part of governments and telecommunication providers to ensure continuity of learning. The table below provides examples of zero-rating efforts.

Table 11. Zero-rating programmes across countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Zero-rating programme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Democratic Republic of the Congo</td>
<td>Vodacom DRC has worked with the national government to offer a zero-rated education platform to all subscribers. The platform offers students content in mathematics, sciences, computer science, economics and finance</td>
</tr>
<tr>
<td>Ghana</td>
<td>MTN and Vodafone have zero-rated access to a number of educational sites. MTN offers subscribers a daily allowance of 500MB to explore government sites.</td>
</tr>
<tr>
<td>Jamaica</td>
<td>The Ministry of Education, Youth and Information partnered with One-On-One Educational Services and FLOW to zero-rate access to a national e-learning platform for two weeks.</td>
</tr>
<tr>
<td>Jordan</td>
<td>Internet service providers have zero-rated access to the Darsak e-learning platform between 6am and 4pm each day.</td>
</tr>
<tr>
<td>Kenya</td>
<td>Safaricom has zero-rated access to the Longhorn and Visuasa e-learning platforms. Students can have a daily allowance of 250MB to explore educational content for 60 days.</td>
</tr>
<tr>
<td>Malawi</td>
<td>The Ministry of Education Science and Technology and Telecom Networks Malawi have zero-rated access to lessons through the Ministry’s website.</td>
</tr>
<tr>
<td>Paraguay</td>
<td>The government has an agreement with Microsoft to cover the e-learning needs of 1,200,000 students and 60,000 teachers at zero cost</td>
</tr>
<tr>
<td>Rwanda</td>
<td>Rwanda’s Ministry of Education and Ministry of ICT and Innovation partnered with Airtel and MTN to zero-rate access to the government’s e-learning platform.</td>
</tr>
<tr>
<td>South Africa</td>
<td>Vodacom, MTN, Telekom and C Cell have zero-rated access to e-learning platforms for current school, university and T-VET students.</td>
</tr>
<tr>
<td>United Republic of Tanzania</td>
<td>Vodacom has zero-rated access to the Shule Bora e-learning platform.</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>Econet has zero-rated access to the Ruzivo Digital Learning platform. The Zimbabwean government has officially endorsed this e-learning system.</td>
</tr>
</tbody>
</table>

Source: McBurnie et al. (2020).
During the COVID-19 peak period, broad agreement was reached that zero-rating needs to be governed by a set of fair use principles to protect both the operators and the beneficiaries of zero-rating. These fair use principles would clearly define what students and learners have access to, and what counts as abuse. They would also offer detail around the point at which a service provider can cut off an individual subscriber when they have exceeded a certain level of data usage.

In some cases, governments are considering providing incentives of various sorts for Internet providers to maintain zero-rated access to education platforms, with “universal service funds” sometimes used to subsidize such practices. In other cases, telecom companies are committing to continuing these practices, whether as a way to differentiate themselves in competitive local markets or as part of their corporate social responsibility efforts (or some combination of the two).

As described in the Broadband Commission’s (2021b) report on digital and hybrid learning, financing digital learning comprises both “hard” and “soft” elements, many of which are similar to the costs of financing Data for Learning. The figure below shows the hard costs, such as telecommunication, operational, connectivity, device and digital content development costs, and the soft costs, which include digital skills development, curriculum alignment and education workforce professional development.

Figure 14. Hard and soft elements of funding digital and hybrid learning.

As described in the Broadband Commission’s (2021a) report on digital and hybrid learning, financing digital learning comprises both “hard” and “soft” elements, many of which are similar to the costs of financing Data for Learning. The figure below shows the hard costs, such as telecommunication, operational, connectivity, device and digital content development costs, and the soft costs, which include digital skills development, curriculum alignment and education workforce professional development.

When investigating the specifics of financing data systems, additional hard and soft costs are introduced. Hard elements include configuration and data storage requirements, hardware costs in the data hub, both capital and annual running costs, energy consumption and cooling water consumption requirements for data centres. Soft elements include database management, cloud-based computing, and training for data literacy and advanced data analytics. Additionally, how and where the software package was developed, either in-house or purchased from a vendor, influence costing. If developed in-house, the amount of time expended on development is a factor in the cost calculation, as is the administrative structure for data systems, in other words the maintenance and IT staff needed to keep the
hardware and software operational. Thus, the human capacity needed to maintain data-rich systems comes with a large financial cost.

The adoption of certain frontier technologies raises additional issues for financing and planning departments. Even if countries could raise the funds, investments are often a complex set of moving targets that generate cumulative costs and require complicated forecasting and financing skills. A key feature of cloud-to-edge, for example, is the opaqueness of the costs involved. Cloud providers seemingly make it intentionally difficult to understand costs, meaning that a whole industry has recently emerged to help companies understand and compare cloud storage costs.4

**Environmental sustainability**

In addition to financing, the environmental costs of weaving data-informed learning into education spaces are often overshadowed by a conflation of digital transformation with the green transition. Selwyn (2021) takes a critical perspective on this by outlining the vast energy expenditure of the digital technology needed to sustain data-rich educational models. As Selwyn indicates, training a typical machine-learning model is estimated to emit the equivalent of around 300 000 kilograms of carbon dioxide, which is equivalent to the lifetime carbon emissions of five cars (Strubell et al., 2019). Indeed, the technology industry is one of the largest greenhouse gas-emitting industries, and thus plans to expand data practices into all corners of education systems should consider processes to decrease the carbon footprint of data-processing activities (Belkhir and Elmeligi, 2018).

How, then, do we incentivize sustainable behaviour to ensure Data for Learning models support environmental well-being? From the social well-being perspective, it is important that investments in data infrastructure that supports the expansion of data-fuelled learning models – especially those that rely on big data – take the necessary measures to mitigate the environmental risk of energy-consuming big data analytics. Likewise, the reliance on such big data models must consider and protect those employed to clean big datasets, who may experience sensitive and traumatic material in the cleaning process (Perrigo, 2022). Therefore, the use of locally sourced, smaller datasets should also be considered to support a sustainable Data for Learning ecosystem.

---

4 For example, cloud storage costs are derived from a complicated formula based on: (1) the number of gigabytes stored, (2) how frequently the data are accessed and retrieved, (3) network bandwidth, (4) copy costs across multiple locations, such as America, Europe and Asia (particularly relevant for international enterprises), and (5) disaster recovery to move from on-premises storage to cloud and vice versa. All these factors accrue because there is a per-gigabyte cost each time servers in different domains communicate with each other, and another per-gigabyte cost to transfer data over the Internet.
Preliminary recommendations for Data for Learning
There is a critical need to establish benchmarks and standards for utilizing data with appropriate agency. To do this, we must engage parties from across the entire ecosystem – including policy-makers, firms, organizations, education institutions and, most of all, learners, teachers, school staff and others – to build common definitions, practices and a visionary framework.

In 2021, the Data Futures Platform of the United Nations Development Programme published eight data principles and illustrated their alignment with existing international initiatives and frameworks. These principles are: (1) safeguard personal data, (2) uphold the highest ethical standards, (3) manage data responsibly, (4) make data open by default, (5) plan for reusability and interoperability, (6) empower people to work with data, (7) expand frontiers of data, and (8) be aware of limitations.

Building on this existing work and tying it to the broader mission of the Broadband Commission, this report underscores that, in the digital age, a high proportion of people are shut out of learning and economic activity due to barriers to digital and data equity. Data should be seen as a public good and Data for Learning should be seen as part of the vision that education is a public good that helps individuals reach their full potential.

We must harness the power of the digital revolution, including the data revolution, to ensure that equitable and quality education and lifelong learning are provided as a human right, with a particular focus on the most marginalized. This has been affirmed by the United Nations Secretary-General’s Our Common Agenda, the United Nations Roadmap for Digital Cooperation, the Rewired Global Declaration on Connectivity for Education, and the International Commission on the Futures of Education. This issue is also at the centre of the Transforming Education Summit process.

Therefore, following the completion of the first year of its two-year remit, the WGDL proposes the following interim recommendations for further analysis to safely harness the power of Data for Learning:

1. Develop and implement a whole-of-government vision and strategy on the use of Data for Learning, grounded in a rigorous understanding of the potential opportunities, benefits, limitations and risks.

Data collection should always stem from specific desired outcomes, such as informing teaching...
practices and learning methodologies, and focus exclusively on the data required to achieve those specified outcomes. Furthermore, data should not be collected solely because it is technologically feasible or easy to do so, since collecting data without an intentional and transparent intended use can create a sense of surveillance that may limit the autonomy of teachers and learners, reproduce social inequalities or jeopardize individual security. For example, data collection should directly support the formulation of contextualized observations and recommendations.

There is also a need to unify interoperable data processes to bring nationally sourced and partner-sourced data into local analysis. A unified approach will not only help at the local level but also offer sector-wide support for decision-making at the district and provincial levels. For reasons including poor human resource capacities and the inability of education systems to fully integrate and apply learning data, many government actors do not fully leverage the many data sources available to them when making decisions and defining education policy. We must therefore facilitate multistakeholder partnerships to deliver the skills required to take full advantage of the new possibilities learning data can offer. Incentivizing a whole-of-government approach creates an environment conducive to overcoming the obstacles preventing many governments from efficiently utilizing data to support the public and common good for the benefit of learners.

Furthermore, inherent tensions exist between privacy and transparency, and there is a need to ensure that policy is data-informed rather than data-driven. Following the lead of the UNESCO Recommendation on the Ethics of AI, governance in the context of Data for Learning should therefore incorporate transparency and accountability as active aspects of protection, while also enabling effective monitoring of impact, enforcement and redress. This will require broad partnerships that can also reach beyond national borders to ensure effective regulation at the national and global levels, with an understanding of the inherent tensions in data ecosystems and the added sensitivity related to learning environments. Any strategy seeking to engage the true value of Data for Learning should also understand the limits of the data and seek to build contextualized, domain-informed and critical interpretations that balance data with common sense and shared values.

A key challenge standing in the way of educational data becoming a truly transformational technology for learning is financing. Collecting and processing educational data can be prohibitively expensive for smaller players such as schools. Duplicating data collection across disparate management systems is a costly and time-wasting process. Adopting a whole-of-government approach to fully appreciate the benefits of an inclusive and equitable lifelong learning ecosystem requires a sustainable financing model that covers both hard and soft elements. This will be expensive, with hard elements ranging from hardware and equipment, such as for data storage, in data centres to ongoing monthly and annual energy consumption, hardware cooling and other costs. The soft elements of data ecosystems cover a broader array of considerations, including database management costs, data and digital literacy training, software development and, where necessary, IT staff who can manage and maintain digital systems.

At the moment, many countries simply do not have the connectivity or infrastructure required to benefit from an advanced Data for Learning ecosystem. In fact, many countries do not even have tangible and exact data on network coverage and connectivity. Even high-income countries face challenges relating to data architecture when seeking to exploit frontier technologies, and continue to struggle to expand the existing digital infrastructure to remote communities. Without significant and continuing investment, implementing inclusive and equitable Data for Learning ecosystems that transform lifelong education opportunities for all will prove difficult if not impossible.

Furthermore, it is imperative that all sustainable financing mechanisms provide for the public good and deliver ongoing benefits to learners. The complexity and breadth of the hard and soft elements of effective Data for Learning ecosystems
must come together to build powerful capabilities that can be harnessed for the good of education, rather than be seen as proprietary concerns. An example of how sustainable financing could help to achieve this would be support for the creation of open authentic data, which would be available to all parties and enable the continuous development of technological capabilities in the service of equitable education provision.

3. Strengthen critical data literacy and skills at all levels of the education system to spur improved regulation and inclusive innovation.

Data literacy and skills are required across the education ecosystem, from classroom learners to government ministers. Insufficient digital skills and literacy form a tangible pillar of the digital divide, preventing accessible digital transformation on a variety of scales. Many governments are currently unable to fully exploit the transformational potential that Data for Learning offers as they do not have sufficiently skilled human resources to do so, and many learners are unable to take advantage of the new digital education tools now available.

For data learning ecosystems to be fully inclusive, efforts should be made to strengthen data literacy, skills, including those of learners and students; teachers, educators, instructors and assistants; and administrators, governors, school leadership teams and policy-makers. Stakeholder support could follow the UNESCO framework, focusing on improving competencies including data and media literacy as well as

... the ability to access, manage, understand, integrate, communicate, evaluate and create information safely and appropriately through digital technologies for employment, decent jobs and entrepreneurship. (UNESCO, 2018a).

Importantly, this includes empowering learners to collect data locally to facilitate autonomous pathways towards improving their understanding of local and global phenomena through the data they are able to collect and analyse themselves.

This will not, however, be a static endeavour. As data as a technology and tool for education continues to evolve, so will the skills required to understand and engage with data across all levels of the education ecosystem. The capacity building required to break down one of the pervasive pillars of the digital divide should therefore also address the need to understand an evolving landscape and the skills required to traverse it, and support infrastructure that can develop, assess and certify those skills. This will require the development of active assessment, measurement, monitoring and evaluation frameworks to ensure the continued and effective development of digital skills and literacy, even as the skills themselves evolve.

Beyond simply developing data collection, analysis, access and use skills, strengthening data literacy also sits at the heart of other key tensions such as data privacy, ownership, consent, transparency, accountability and security.

4. Prioritize the potential benefits of data to transform education by targeting education’s enduring obstacles to assist informed and inclusive quality learning, teaching, management, planning and financing.

This interim report has identified key challenges and risks associated with Data for Learning practices, not least the simultaneous existence of more and bigger data than have ever been collected before and the unshakeable reality that educational data will only ever be able to capture certain aspects of educational practices. This dichotomy pulls at the potential effectiveness of inclusive and equitable Data for Learning ecosystems by shrouding information in data and at the same time offering key insights from analysis. In this environment, it is easy to lose sight of the real objectives of an endeavour, seeing only what the data shows us. It is important to remember that “data” is not information, and that information is not wisdom.
A Data for Learning ecosystem that delivers inclusive and equitable lifelong learning for all will work hand-in-hand with human understanding to ensure that data-informed policies govern with data rather than being governed by data. Consequently, it is important to focus on the benefits of data-informed learning for global efforts to transform education and tackle some of its most persistent problems. In this regard, and to build on the digital literacy outlined in the previous recommendation, policy-makers also need to understand the potential benefits Data for Learning policies offer, and the possible and plausible harms. This includes a strong, functional understanding of the legal frameworks in which Data for Learning policies will be considered, so as not to overlook unintended consequences and to fully comprehend associated direct and indirect costs. This will require collaboration between policy-makers and data science, education and privacy experts to support informed decision-making processes and effective Data for Learning policy-making.

Care must also be taken to ensure that the data itself is both inclusive and representative. Data governance models that support efforts to transform global education will require policies to promote and increase diversity and inclusiveness within datasets to protect against any bias or values that may exist in the contexts where the data were collected and produced. Furthermore, mechanisms for disclosing and combating any cultural, economic or social prejudices present in data, either by design or negligence, are vital, particularly in areas where data are scarce.

However, the barrier to entry for countries with existing strong digital infrastructure and high levels of skilled human capital is much lower than for lower-resourced countries. Countries without strong digital infrastructure see contexts where resources are repeatedly consumed by collecting multiple instances of the same learning data that often exist in silos across education management systems.

Echoing this unfortunate reality are increasing claims of national data sovereignty that seek to push back on the open data movement and close down cross-border data flows. International solidarity and cooperation are vital if learners’ human rights are not to be infringed in the pursuit of maintaining national sovereignty over datasets. This is particularly true in the cases where data sovereignty is being pursued as a defence against data colonialism, which sees companies and institutions in the Global North taking ownership over data from the Global South. There is a critical balance to be struck between regulating data ownership to prevent the exploitation or commercialization of learner data, particularly by distant companies that have no local economic impact, and incentivizing data openness to democratize data as an educational resource and improve transparency in education governance.

Openness is therefore a critical area, as open-licensed data create a more flexible data ecosystem, helping to diversify the use of Data for Learning. Data openness is a legal condition that guarantees permissions that can maximize the flexibility of public use and engagement of data, and unleash many uses that promote data literacy and skills building in an equitable way. Open data enables individuals and organizations to access and reuse data to innovate and collaborate, in a transparent context that allows citizens to work with governments to plan and monitor improved public services, while businesses untangle potential markets and new data-driven products.

Governments, particularly in developing countries, should embark upon strategies focusing on open data skills, policies and programmes that include awareness campaigns within government departments. These skills are indispensable for building and supporting the interoperability of the open data ecosystem and should be an essential part of it.

As this report has explored, addressing the challenges associated with inclusive data education ecosystems to fully reap the potential benefits of Data for Learning will require significant investment.

5. Harness multilateralism, solidarity and international cooperation to bridge the digital divide, nurture local data capacities and promote open authentic data for use by all parties to support more equitable education through the development of better tools including international standards and norms.
What's next?
Towards a vision for Data for Learning
Following the first year of this unique two-year Broadband Commission WGDL, this interim report has taken important steps towards defining and refining the meaning of the term Data for Learning. This includes articulating a relevant taxonomy that can facilitate the realization of genuine benefits for the common good and proposing recommendations on promoting inclusive, equitable and successful Data for Learning ecosystems. However, despite this progress, more work needs to be done on visualizing the interplay that occurs between the different aspects, levels and tiers of data that make up the education data ecosystem.

As this interim report has shown, data as a technology is not simply a tool but rather a double-edged sword. It is critical to understand both the opportunities and risks that exist at the individual, local and global levels across the diverse tiers of data identified in the report. This understanding needs to incorporate datasets, producers, brokers, consumers and regulators, and be broad in scope, encompassing data infrastructure and learning ecosystems, data skills and competencies, and an awareness of data ethics when defining governance practices.

The complexity of the task at hand is apparent but this report, and the case studies presented in it, have made clear the transformational potential of this understanding to unlock greater learning experiences, improved teaching practices and more nuanced insights into educational governance and institutional administration. As the WGDL moves forward into its second year, the final section of this interim report raises some key questions and considerations to drive further discussion on the implications of Data for Learning for Working Group members and all relevant stakeholders.

**Ethical tensions to consider**

The following competing scenarios could help us to understand the complexities involved in the ethical implementation of universal principles within data-driven systems in the context of learning. The scenarios capture a range of issues that are either already salient or likely to grow in importance as we move forward.

1. Using data to improve the quality and efficiency of services while respecting the privacy and autonomy of individuals. Machine learning and big data are already being used to improve various public services (including healthcare, education and social care). These improvements could be hugely beneficial to citizens, but require large amounts of personal data, raising concerns about how best to protect privacy and ensure meaningful consent.

2. Using algorithms to make more accurate predictions and decisions versus ensuring fair and equal treatment. This tension arises when public or private bodies base decisions on predictions about the future behaviour of individuals (e.g. when probation officers estimate the risk of reoffending) and when they employ machine-learning algorithms to improve their predictions. These algorithms may improve accuracy overall but discriminate against specific subgroups for whom representative data are not available.

3. Reaping the benefits of increased personalization in the digital sphere versus enhancing solidarity and citizenship. This is extremely pertinent in the field of education and learning where “personalized learning at scale” is touted as a holy grail, and both companies and governments use personal data to tailor the learning pathways, messages, offers and services individuals see. This personalization can make it easier for individuals to find the right products and services for them, but differentiating between individuals in such fine-grained ways may threaten societal ideals of citizenship and solidarity.

4. Using automation to make people’s lives more convenient and empowered versus promoting self-actualization and dignity. Automated solutions may genuinely improve people’s lives by saving them time on mundane tasks that could be better spent on more rewarding activities, but they also risk disrupting some of the practices that are an important part of what makes us human. With automation we may see the gifts of arts, languages and science become more accessible to those who were excluded in the past, but we may also see widespread deskilling, ossification of practices, homogenization and loss of cultural diversity.
Understanding personal data

The fair use of personal data is one of the most critical issues for shaping a sustainable and prosperous digital society. Personal data have significant social, economic and practical value. Such data hold the key to improving a range of services and products provided by governments, companies and organizations. But personal data-based services must be built on mutual trust. Today, storing personal data can be seen as a liability, while having permission to use a piece of data is an asset. Companies who grasp this early enough are in a better position in the newly emerging data economy. Whole industries – including the energy, health and well-being, and finance sectors – are already being disrupted by this trend.

Box 21. Data governance: MyData (implemented by MyData Global and funded by the Ministry of Transport and Communications, Finland)

MyData is an umbrella term for a human-centric approach to personal data. The core idea is that individuals should be in control of data about them. The MyData approach aims to strengthen digital human rights while also opening up new opportunities for individuals to access the practical tools needed to exercise them. The minimum implementation of MyData is that an individual can download data about themselves in a machine-readable format for their own analysis.

Figure 16. Comparisons between MyData operator model and legacy API and platform models.

Source: Poikola et al. (2020).

Figure 16 shows that in the API ecosystem model (left), if the number of services increases, the number of connections will increase even faster. Centralizing data management to platforms (centre) facilitates application development, but there is no incentive for different platform players to seek interoperability. Compared to the platform model, the MyData operators’ infrastructure (right) is robust and scalable because it is not dependent on any one organization providing the infrastructure.

MyData is an alternative vision which offers guiding technical principles for how we, as individuals, can have more control over the data trails we leave behind in our everyday actions. The core idea is that we should have an easier way to see where our personal data go, specify who can use the data, and alter these decisions over time. Legislation, regulation and technological changes can all contribute to the realization of MyData. Education systems should pay close attention to the evolution of this initiative and how they too can contribute to a realization of this vision.
Anticipating challenges to the future of Data for Learning

The most challenging issue for education systems will be to figure out the contours of Data for Learning and data management systems that allow for a balance between traditional methods and the benefits of emerging practices. There is a need for contextualized solutions that are forward-looking while remaining sensitive to capacity constraints. In low resource and fragile contexts, improvements in existing systems may be more effective than trying to adopt advanced technologies. Understanding the evolving dimensions of the right to education in an increasingly digital learning landscape deserves nuanced discussion. As discussed in Ravitch (2010), there may be concerns that have yet to emerge, or privacy issues that need to be resolved in relation to the implications of future arrangements.

Data for machine learning and unlearning. It is straightforward to delete a customer's data from a database and stop using it to train future models. But what about models that have already been trained using an individual’s data? These are not necessarily safe. It is known that individual training data can be exfiltrated from models trained in standard ways via model inversion attacks (Veale et al., 2018). Regulators are still grappling with when a trained AI model should be considered to contain individuals’ personal data in the training set and what the potential legal implications may be.

Data protection and privacy have been the subject of much discussion as more and more individuals come to realize just how much personal information they are sharing through the countless apps and websites they regularly visit. Many people are concerned. Recent government initiatives such as the EU’s GDPR are designed to protect individuals’ data privacy, with a core concept being “the right to be forgotten”. The bad news is that it is generally difficult to revoke things that have already been shared online or to properly delete such data. Facebook, for example, launched an “Off-Facebook activity” tool – previously called “Clear history” – which the company says enables users to delete data that third-party apps and websites have shared with Facebook. But as the

MIT Technology Review notes, “it’s a bit misleading – Facebook isn’t deleting any data from third parties, it’s just de-linking it from its own data on you.” Machine learning is increasingly viewed as exacerbating this privacy problem (Synced, 2020). Machine-learning applications are driven by data, and this can include collecting and analysing information such as personal e-mails or even medical records. Once fed into a machine-learning model, such data can be retained forever, putting users at risk of all sorts of privacy breaches.

Switching to a researcher’s perspective, a concern is that if and when a data point is actually removed from a machine-learning training set, it may be necessary to retrain downstream models from scratch. In a new paper, researchers from the University of Toronto, the Vector Institute, and the University of Wisconsin-Madison propose SISA training (Bourtoule et al., 2020), a new framework that helps models “unlearn” information by reducing the number of updates that need to be computed when data points are removed. “The unprecedented scale at which machine learning is being applied on personal data motivates us to examine how this right to be forgotten can be efficiently implemented for machine-learning systems,” the researchers explain. Having a model forget certain knowledge requires that some particular training points be made to have zero contribution to the model. But data points are often interdependent and can hardly be removed independently. Existing data also work continuously with newly added data to refine models. One solution is to understand how individual training points contribute to model parameter updates. But as previous studies have shown, this approach is only practical when the learning algorithm queries data in an order that has been decided prior to the start of learning. If a dataset is queried adaptively – meaning a given query depends on any queries made in the past – this approach becomes exponentially more challenging and thus can hardly scale to complex models such as deep neural networks. All this is to say that every new data-driven breakthrough could challenge previously assured safeguards. This is even more important and relevant in the case of lifelong learning, which often involves data relating to minors.
Conclusion: Areas for further analysis, data collection and policy dialogue

The above tensions are important and represent areas where exploring tensions is likely to be fruitful for data ethics. Going forward, further similar areas can and should be identified. As well as building an in-depth understanding of the interplay throughout and across the education data ecosystem, critical questions still need to be answered if Data for Learning is to truly contribute to the transformation of education. These questions include:

- Where data are being used to serve a particular goal or value, or for “social benefit” in general, what risks to other values are introduced?

- Where might uses of data-driven systems that benefit one group, or the whole population, have negative consequences for a specific subgroup? How do we balance the interests of different groups?

- Where might applications of data-driven systems that are beneficial in the near term introduce risks in the long term? How do we balance short- and long-term impacts on society?

- Where might future developments in data-driven systems, including AI, either enhance or threaten important values, depending on the direction they take? (Whittlestone et al., 2019)

Digital divides exist, as many people remain removed from the digital transformation of education for a variety of reasons, including connectivity, access to devices, and skills gaps. However, once these digital divides are bridged, a data divide emerges. Due to inequalities in capacity, different parts of the world are at very different stages of developing the necessary safeguards and protections to ensure that learner data are private, secure and protected from unethical commercialization or compromise. This data divide is drawn across socio-economic lines that leave learners in lower-income areas vulnerable to rights abuses, and even ignorant of the knowledge that they possess data rights. It is clear, therefore, that the data divide is a rights and equity issue, as well as an issue of values. Even if data are reliable, secured and trustworthy, they cannot capture a full picture of learning. If Data for Learning is to truly help transform education, they must be socially contextualized, used skilfully, safe and secure, and, above all, they must serve the primary purpose of improving teaching and learning experiences.
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